Verification of an AXI4 slave device using System Verilog
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Abstract: Because of its accessibility, comprehensive documentation, and lack of license costs, AMBA protocols have become the de facto standard for 32-bit embedded processors. High-performance, high-frequency system topologies are now feasible thanks to the AMBA AXI 4 protocol. It is great for systems that need plenty of bandwidth and little latency, and it lets you run at high frequencies without resorting to elaborate bridges. The existing AHB and APB interfaces may be used with it, and it allows for a variety of connection topologies to be built. The Verification Environment for this project is constructed using System Verilog code. This project’s goal is to verify the AMBA-based design of the AXI4 Slave Interface.
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1. INTRODUCTION
The abbreviation for "Advanced Extensible Interface" is "AXI." It was created by the ARM (Advanced RISC Machines) corporation as a component of the Advanced Microcontroller Bus Architecture, also known as AMBA. It is a communication protocol that takes place on the chip itself. Assisting in the creation of high-performance and high-frequency system designs is the AMBA AXI protocol. Systems that need both high bandwidth and low latency might benefit from the AXI protocol. It allows for high-frequency functioning without the need for a complex bridge. It conforms to the standards of a wide variety of parts' interfaces. Memory controllers that have a high initial access latency are a good candidate for using the AXI protocol. It offers flexibility in the manner in which interconnect topologies may be put into practice. It maintains compatibility with the already-established AHB and APB interfaces.

A distinct address/control phase and data phase are two of the most important aspects of the AXI protocol. Additionally, the AXI protocol provides support for unaligned data transfers by making use of byte strobes. Transactions occur in short bursts, and just the first start address is issued. It offers Direct Memory Access (DMA) at a cheap cost and is equipped with independent data channels for reading and writing. It allows for the issuance of many unique addresses simultaneously. It allows for the completion of transactions in a non-ordered manner. It makes the adding of register stages to enable timing closure simple and straightforward.

Peripheral Bridge, APB, and other memory interfaces are among the most common types of AHB and ASB slaves. However, certain low bandwidth peripherals will be resting on the APB side, which is the side of the A Bridge that is routinely engaged for linking the low bandwidth designs with a high-performance system bus. This is seen in Figure 1.

2. LITERATURE REVIEW
Connecting and managing functional blocks in system-on-a-chip (SoC) designs is the focus of the Advanced Microcontroller Bus Architecture (AMBA). This specification is an open standard that is implemented as an on-chip interface. It makes it easier to construct designs for multi-processor systems that have a high number of controllers and peripherals. AMBA's purview, despite the fact that it was originally intended for use with microcontrollers, has expanded significantly since the organization's foundation. Application processors used in today's smartphones are only one example of the ASIC and SoC components that make use of the Advanced Message-Passing Architecture (AMBA).

In 1996, ARM introduced AMBA to the public for the first time. Both the Advanced System Bus (ASB) and the Advanced Peripheral Bus (APB) were the original AMBA buses [1, 2]. The AMBA High-performance Bus (AHB) was introduced by ARM in AMBA 2, and it uses a single clock-edge protocol[3-5]. ARM released AMBA 3 in 2003; it included AXI for enhanced performance connection and the Advanced Trace Bus (ATB) as a component of the CoreSight on-chip debug and trace solution [6&7]. AMBA 3 was the third iteration of the Advanced Micro Devices Architecture (AMBA). Beginning in 2010, the AMBA 4 specifications were released, the first of which was AMBA 4 AXI4. Released in 2011, AMBA 4 ACE aimed to reduce congestion by redesigning the high-speed transport layer and extending system-wide coherency [8-10].
Complete testing of interface IP blocks and system-on-chip (SoC) designs is achievable with the AMBA protocol family because of the metric-driven verification of protocol compliance it provides. The AMBA advanced extensible interface 4 (AXI4) standard improves upon the AMBA AXI3 specification in several ways, including: the addition of component compatibility details; the ability to support burst durations of up to 256 beats; the modification of the write response criterion; the removal of locked transactions. Interfacing between 16 masters and 16 slaves is supported by the AMBA AXI4 protocol system. Verilog-HDL is used to create an actualization of the design [11-13].

3. Research Methodology
The operating frequency of an AMBA AXI4 slave is intended to be 100 MHz, giving each clock cycle a length of 10 nanoseconds, and it is capable of supporting a maximum of 256 data transfers during a single burst. Figure 1 shows that the AMBA AXI4 system has two halves, a master and a slave. There are five distinct channels that may be used to communicate between the AXI master and the AXI slave. The read address channel, the write response channel, the read data channel, and the write data channel are the names given to these communication pathways.

Every transmission in the AXI protocol is completed via a process called the hand shake. When it comes to transferring control and data information, every channel employs the same VALID/READY handshake. This bidirectional flow control device allows both the master and the slave to regulate the rate at which data and control signals are sent. The VALID signal is sent by the source when either the data or the control information may be accessed. The destination sends out the READY signal when it is ready to receive the data or control information. The VALID and READY signals must both be high in order for the transfer operation to take place. There cannot be any possible combinations of paths taken by the input and output signals on either the master or the slave side of the interface.

In Fig-3, the whole of the verification environment that is used to validate the AXI transactions is shown. It is made up of a generator module that is responsible for reading the test cases in order to meet the verification requirements. In this study, we focus on two separate test cases that verify read and write transactions at the same address and at different addresses. The mailbox is being utilized as a synchronization channel since both test cases are being driven to the bus functional model. When it comes to getting the generated transactions to the AXI interface, the Bus Functional Model is crucial. The verification environment is constructed...
using UVM and may be adapted to any Device under Verification (DUV) in line with the verification methods and goals. The verification environment, also known as Verification Intellectual Property (VIP), is increasingly appearing as a built-in verifying option with all System on Chips (SOCs).

4. RESULTS AND DISCUSSIONS

Verification of read architecture
Throughout the course of this read cycle verification, each and every one of the read architecture signals will have their respective transactions checked. The read architecture is comprised of two channels, which are referred to as the read address channels and the read response channels respectively. When the global clock reaches a positive edge in its cycle, the read address channel will begin the process of address fetching by setting both the ARVALID and ARREADY signals to their high states. The read response is similarly converted to high mode for each positive edge of the RVALID and RREADY signals after a delay that defines a gap. The most recent transaction in the RDATAsignals is indicated by the value of RLAST. When compared to the write architecture, ARSIZE and ARLEN are identical. Figure 4 depicts the waveform that was generated by the simulation.

The primary need for this particular test case is to validate only the read phase. Leaving out the values of the write phase signals and concentrating solely on those relating to the read operation, we next proceed to compute the parameters while ignoring the write phase signal values. The read phase, which uses the same two-channel setup as the previous phase, is largely concerned with verifying the operational parameters that, when adhered to, provide reliable measurements of actual bus use. These are the signals that are being tested in this particular test scenario. The reading step is broken up into three distinct channels: read address, read data, and read response. In order to ensure that the read phase is accurate, it is essential to do a thorough cross-check of the handshaking of signals for each channel. Only after this step can the read phase be verified as being accurate.

Verification of write architecture
Each transaction is examined for correctness with respect to the three write signals (write address, write data, and write response) at this stage of the verification process. These signals flip at each rising edge of the world clock, where the address is then stored in the channel. Each write address has its own unique identifier, or AWID, which must match the WID that was used to write the data. When the clock is toggling on positive edges and the enable logic value in WVALID and WREADY is high, the write data channel will acknowledge. In a similar fashion, the write response will take place when both the BVALID and BREADY signals are in their high states. In this case, the size of the AWLEN signal is four bits [0:3], and it creates a variety of transactions ranging from one to sixteen. If the AWLEN value is 0100 when that generation procedure is carried out, the result will be 0101 transactions, which indicates that the number of transactions will be increased by one. This is represented quite well in the waveform shown in Figure 5. It can be seen from the waveform that the AWSIZE value gives an indication of the magnitude of each transaction. Figure 5’s waveform clearly illustrates that all of the signal toggle counts have been simulated and verified for the whole write architecture. This can be seen clearly in the waveform.
A WADDR, AWVALID, AWREADY, and WDATA, in addition to their write address and write data signals, are the signals that are being tested and confirmed in this test case. Additionally, the signals WLAST, WVALID, and WREADY, as well as BRESP, BVALID, and BREADY, are checked for each and every transaction. With the help of this test case, the values for the parameters VALID COUNT, BUSY COUNT, and BUS UTILIZATION are computed realistically, and the bus utilization is shown in the form of percentage figures.

CONCLUSION
SystemVerilog is used throughout this article to provide an efficient verification environment for the AXI bus. The code coverage mode analysis is used in order to do verification and analysis on the AXI protocol verification as well as the signals that are utilized in each channel. The most significant benefit of using this method of verification is the use of the pseudo random coverage driven verification, which results in a shorter time to market and is usable for the verification of complicated designs via UVM. In future, we will have a test case ready to verify read and write phases simultaneously from the same location and from different geographical outposts.
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