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Abstract- An image-based virtual test network (VITON) without using 3D information in any form which smoothly transfers the desired piece of clothing to the corresponding area of the person using a coarse-to-fine strategy. Our framework, which is conditional on a new representation of person agnostic but descriptive, first creates a crude synthesized image with the target garment superimposed on the same person in the same pose. We further enhance the initial blurry area of clothing with enhancements. The network is trained to learn how much detail there is to use from the target garment and where to apply them person in order to synthesize a photorealistic image in which the target object naturally deforms with clear visual patterns. Experiments on our newly collected Zaland dataset demonstrates its promise in an image-based virtual environment a test case against state-of-the-art generative models.

I. INTRODUCTION

Compared to traditional offline shopping, the growing online society has found online apparel shopping to have better commercial advantages in terms of time, choice, and price. Virtual try-on systems have been attracting research and industrial interest because they do not need 3D information of the human and the clothing. The 3D modeling of clothing and humans requires a big amount of manual labor or expensive devices to collect the necessary information. The common image-based virtual try-on scenarios assume one in-shop/retail clothing image and an image of the reference/input human/person as their inputs. We specify the input (target) in-shop/retail clothing as in the try-on scenario and the reference person/human as the input person for the later uses.

Generally, virtual try-on systems require two major image processing tasks: in-shop try-on clothing warping according to the input person image, and blending/in painting the dis-occluded human area according to the change of clothing. Fashion industry has been taken by storm by the advent of virtual reality technology in fashion design. Fashion shows have begun to exhibit in virtual form, and virtual purchasing has exploded, thanks to advancements such as AR Try-On, virtual dressing rooms, and virtual stores. Fashion brands and enterprises may combine the physical and digital worlds through the use of virtual try-on technology to give customers a secure, practical, and effective shopping experience both online and in-person.

II. METHODOLOGY

Admin: -In this module, the Admin has to log in by using valid user name and password. After login successful he can do some operations such as View All Users and Authorize, View All E-Commerce Website and Authorize, View All Products and Reviews, View All Products Early Reviews, View All Keyword Search Details, View All Products Search Ratio, View All Keyword Search Results, View All Product Review Rank Results. View and Authorize User: -In this module, the admin can view the list of users who all registered.

In this, the admin can view the user’s details such as, user name, email address, View Charts Results: View All Products Search Ratio, View All Keyword Search Results, View All Product Review Rank Results. Ecommerce User: -In this module, there are n numbers of users are present. User should register before doing any operations. Once user registers, their details will be restored to the database. After registration successful, he has to login by using authorized user name and password. Once Login is successful user will do some operations like Add Products, View All Products with reviews, View All Early Product’s reviews, View All Purchased Transactions. End User: -In this module, there are n numbers of users are present. User should register before doing any operations. Once user registers, their details will be restored to the database. After registration successful, he has to login by using authorized user name and password. Once Login is successful user will do some operations like Manage Account, Search Products by keyword and purchase, View Your Search Transactions, View.

SDLC Model The software development cycle is a combination of different phases such as designing, implementing and deploying the project. These different phases of the software development model are described in this section. The SDLC model for the project development can be understood using the following figure. The chosen SDLC model is the waterfall model which is easy to follow and fits best for the implementation of this project.
Requirements Analysis: At this stage, the business requirements, definitions of use cases are studied and respective documentations are generated. Design: In this stage, the designs of the data models will be defined and different data preparation and analysis will be carried out.

Implementation: The actual development of the model will be carried out in this stage. Based on the data model designs and requirements from previous stages, appropriate algorithms, mathematical models and design patterns will be used to develop the agent’s back-end and front-end components.

Testing: The developed model based on the previous stages will be tested in this stage. Various validation tests will be carried out over the trained model. Deployment: After the model is validated for its accuracy scores its ready to be deployed or used in simulated scenarios. Maintenance: During the use of the developed solution various inputs/scenarios will been countered by the model which might affect the mode

Unified Modeling Language is a standard language for writing software blueprints. The UML may be used to visualize, specify, construct and document the artifacts of a software-intensive system. UML is process independent, although optimally it should be used in process that is use case driven, architecture-centric, iterative, and incremental. The Number of UML Diagram is available.

Hardware Interfaces:
RAM: 8 GB As we are using Machine Learning Algorithm and Various High-Level Libraries Laptop RAM minimum required
Hard Disk: 40 GB Data Set of CT Scan images is to be used hence minimum 40 GB Hard Disk memory is required.
Processor: Intel i5 Processor Pycharm IDE that Integrated Development Environment is to be used and data loading should be fast hence Fast Processor is required
IDE: Spyder Best Integrated Development Environment as it gives possible suggestions at the time of typing code snippets that makes typing feasible and fast.
Operating System : Windows 10 Latest Operating System that supports all type of installation and development Environment

III. CONCLUSION
In this project, we present a unique that creates photo-realistic imagery and maintains non-target information. To be more precise, we first create a multi-stage warping network to create the warped clothes, then predict the semantic segmentation map, create the arm image, and then combine these results with other non-target information to create the try-on image. Both qualitative and quantitative findings show how much better our method is than the most recent techniques.
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