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Abstract- In this study, we implement ERNN (artificial Elman Recurrent Neural Network) for adaptive beamforming 

with smart antennas. The emission pattern of a uniform linear array antenna may be steered using a neural network to 

focus many narrow beams on the desirable users while nulling out the signals of the undesired ones. The ERNN is trained 

using the Levenberg-Marquardt (LM) algorithm and the Resilient Backpropagation (Rprop) method, both of which are 

supervised training techniques. Five elements are employed in a uniform linear array, with a distance between each 

member equal to half a wavelength. Since LM is considered the quickest backpropagation training method, but it 

consumes more memory than other algorithms, the results of training ERNN with LM and Rprop indicated that LM 

training resulted in superior Neural Network (NN) performance than Rprop training results. 
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INTRODUCTION 

The requirements for optimal coverage, enhanced transmission quality, and expanded capacity in today's mobile communication 

system are ever-increasing. Conventional cellular systems that rely on omni-directional or sectored antennas to establish a link 

between the mobile user and the base station waste a lot of electricity since the radiated power isn't focused in any one direction 

[1,2]. There are three basic impairments that affect the mobile communication system: co- channel interference, delay spread, and 

multipath[3]. To overcome the limitations of existing wireless systems and to maximize transmission speed and data rate, smart 

antenna systems give a practical alternative. When a smart antenna system is used, it may boost system capacity by directing the 

most energy toward the intended receivers while blocking out unwanted signals. Benefits include increased signal-to- interference 

(SIR) ratios, less power consumption, and increased frequency reuse within the same cell[4,5]. Smart antennas are able to improve 

mobile communication system performance because of the adaptive beamforming techniques used by the signal processing unit of 

the smart antenna system [6,7]. In this work, an ERNN-based smart antenna adaptive beamforming model is presented for the first 

time. The neural network is programmed to determine the most effective weights for focusing the arrays' narrow beam patterns in 

the intended directions of targets and nulling out the beam in the direction of interfering sources. Fast convergence rates, increased 

system capacity, nonlinear properties, and adaptive learning capabilities are only some of the benefits introduced by neural network 

approaches for smart antenna adaptive beamforming. 

 

2.In-Building Antenna Network 

An adaptable, spatially-aware method of transmitting and receiving antenna signals, a smart antenna system consists of a network 

of antennas connected to a central signal processing unit. Assigning individual signals from a plethora of sources, as smart antennas 

can do, may greatly improve the efficiency of cellular communications networks [8]. The digital signal processing (DSP) unit of an 

antenna array system is the source of a smart antenna system's capabilities and intelligence. Fig.1 shows a block schematic of an M-

element smart antenna system [9,10,11]. 
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Fig1: Block diagram of smart antenna system 
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In this case, the DSP unit's adaptive algorithm determines the weights of the antenna array, where w0.....wM-1 are the weights of 

the antenna array, to direct the array's greatest radiation toward the targeted users while canceling out the interfering users. The 

term "DOA" is shorthand for a device that estimates the incoming signals' direction of arrival. Standard beamforming and adaptive 

beamforming are the two primary varieties of smart antenna beamforming. 

 

3.CIRCUIT-BASED BEAMFORMING 

The signals coming from various directions are analyzed using predetermined weights in a traditional beamforming smart antenna. 

The term "spatial matched filter" was coined because it "matches" the incoming signal from the desired direction with an equal and 

opposite "null" from all other directions[12]. To avoid adjusting the optimal weight over time, fixed weight beamforming assumed 

the angle of arrival of received signals would remain constant[2]. Antenna arrays may use a variety of fixed-weight beamforming 

algorithms, including the Minimum Mean-Square Error (MMSE), Maximum Signal-to-Interference Ratio (MSIR), Minimum 

Variance (MV), and Maximum Likelihood (ML) approaches. There is a block schematic of a fixed-weight beamformer in Fig 

.2[13]. 

 

 
 

Fig 2: Fixed weight beamformer 

 

the following form may be used to express the antenna array's weighted output[8]: 

(𝑘)=𝑤𝐻.𝑥(𝑘) (1) 

Where neural network may be identified by three distinct characteristics: 

1. Architecture, or the network topology of how neurons are connected. 

2. The algorithm for training or learning, which determines how connection weights are determined. 

3. When a node receives certain input values, the activation function is the function that produces an output based on those inputs. 

[17]. 

  

Recurrent Neural Network (RNN) 

One subset of artificial neural networks is called a "recurrent network." Regularized NNs may have one or more hidden layers. As 

can be seen in Fig.4, the primary distinction between feed forward and feedback networks is the presence of one or more feedback 

loops. There are a variety of ways in which the feedback loop might manifest itself between any pair of neurons or between any 

two layers. Delay elements of 

(𝑘) = 𝑎 𝑠 (𝑘 )+[𝑎 𝑎 …..𝑎 ].[ i (𝑘) i (𝑘) ..i(𝑘)]T + n(𝑘)  

length z1 are often present. Large numbers of feed forward 

0 1    2 

𝑁 1 2 

and feedback links give recurrent networks their complicated 

x 1(k) 

 

x M(k ) 
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. 

=𝑥(𝑘)+𝑥i(𝑘)+𝑛(𝑘) (2) 

𝑤 = [𝑤1 𝑤2 ….𝑤𝑀] 𝑇 = weights of Array 

𝑥(𝑘) = desired vector of signal 

𝑥(𝑘) = vector of interfering signals 

(𝑘) = zero mean Gaussian noise for each channel 

𝑎i = steering vector of M-element array for 𝜃i direction of arrival 

 

4.Refining Beams in Real Time 

In adaptive beamforming, the received signals at each antenna element are multiplied by complex weight vectors to adjust the 

amplitude and phase of the received signals to focus the beam on the targeted users while canceling out the interference from other 

sources. The output of an antenna array is the sum of the signals received by its many components. Traditionally, this has been 

done by minimizing the MSE [14] between the observed output of the array and the intended output. Block schematic of an adaptive 

beamformer is shown in Fig. 3. 

 

 
 

Fig 3: Adaptive beamformer 

5.Artificial Neural Network (ANN) 

Artificial neural networks (ANNs) are a kind of AI software that attempts to represent the brain's operations and structure 

mathematically. Biological neural networks were the inspiration for the term "artificial neural nets," which serves to differentiate 

between computer-based and biological neural network systems. Applications of ANNs in the medical, industrial, and financial 

sectors are all on the rise[15]. Likewise, the nervous system networks are popular in the area of signal processing due of their quick 

convergence rates, general-purpose character, and capacity to retain the experimental information and make it accessible[16]. A 

dynamics. System identification, intelligent control, and other dynamical system applications are only some of the many uses for 

recurrent networks[17]. The layers with feedback connections may employ their prior activation in their previous behavior, as 

shown by the unit delay element of the feed- back loops, demonstrating that the RNN has local memory properties. Therefore, at 

each moment, the network's output may be computed by forward-propagating the input pattern through the NN and backward-

propagating the recurrent activations to a context layer that can replicate the activation pattern from the output layer. The most 

popular recurrent neural networks were developed by Jordan and Elman [18, 19, 20]. Jordan's network is completely recurrent (all 

existing neurons' outputs are utilized for feedback), while Elman's is only partly recurrent. 

 

Fig 4: Recurrent neural network 

 

6.Model in Math Of A Linear Array With Constant Span 

A Uniform Linear Array (ULA) with M(M>K) omnidirectional antenna elements spread by distance d from directions 1,2, 

K1,which lie between [-90,90], is expected to 

receive K narrow-band incoherent plane waves. Figure 5 depicts the geometrical make-up of a linear array antenna. 

The following signals are created to be received by the M elements of the antenna array system: 

 

 

 

 

 

Outputs 
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Fig 5: Geometry of linear array antenna 
 

(13) 
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I   . . 

L𝑅𝑀1    𝑅𝑀2 … … . . 

𝑅𝑀𝑀 

where H refer to conjugate transpose, then the first row of the correlation matrix Rxx is taken to be as the input of neural network 

since it contain adequate information about the received signal as: 

Z=[R11 R12 ......................................................................................................................... R1M ] , then the input vector is 

normalized 
to be more suitable as input of neural network : 

B=  Z  

||Z|| 

(14) 

the received signal at Mth antenna element is calculated by [11]: 

and because the neural network does not operate with complex number ,therefore the real and imaginary part of each element in B 

vector is taken , so the dimension of B vector 

Xi(𝑘) = ∑𝐾 

i=1,2,……M 

𝑠𝑚(𝑘) 𝑒−j(i−1)𝑘𝑚    + 𝑛i(𝑘) (3)  

 

will be twice (1x2M ).The target output of neural network is 
generated from the weight equation of Minimum Variance Distortionless (MVDL) beamformer. The weights that 

where :sm are the steering vector of signals received from ith sensor, ni (t) is the noise received at each element of array antenna and 

k = 𝜔0 𝑑 sin (𝜃 ) 

 
m       𝑐 𝑚 

generated from MVDL beamformer can provide optimal beamforming and steer the main beam of radiation pattern toward desired 

users and nulling undesired users in optimal 

form. The antenna array weight based on MVDL beamformer is given in eq.(15)[21]. 

(4) 

  

W  =   𝐴𝑑 𝑅 𝑥𝑥(15) 

𝑑 

−1 
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where: d , is the distance between the array elements,    ω0 is the angular frequency and c refer to the light speed in free space. 

The formula of the received signal can be written in matrix form as : 

X(k)=AS(k)+N(k) (5) 

Where: 

A is array steering matrix toward the direction of the incoming signal and is given by: 

A=[a(𝜃1),a(𝜃2)…….a(𝜃k)] (6) 

a(𝜃m)=[1 𝑒−j𝑘𝑚    𝑒−j2𝑘𝑚…….𝑒−j(𝑀−1)𝑘𝑚] (7) 

X(k)=[x1(k) x2(k)….…xm(k)]T (8) 

N(k)=[n1(k) n2(k) …… nm(k)]T (9) 

S(k)=[s1(k) s2(k) …...… sm(k)]T (10) array output y can be given as follows: 

y(k) = wH·X(k) (11) 

where: 

w =[w1 w2 …. wM]T (12) 

w:weight vector of antenna array. 

 

7.PROCEDURE FOR FORMED BEAMS 

Using a neural network for multiple antenna beamforming entails two stages: 

Start of the Training Process 

The input and output pairs of an artificial neural network are created (preprocessed) at this stage so that the network may be trained 

on them, with the weights being saved after optimal training performance has been reached. Before, the initial correlation matrix. 

op    𝐴 𝐻 𝑅 −1 𝐴 

𝑑       𝑥𝑥 

 

Where Ad refer to the steering vector of K desired signals received by antenna array with M elements. The neural network training 

process is shown in Fig.6. 

 

Fig 6: Training process of neural network 

Upon achieving the optimal training performance, as seen in Fig.6, the network's weights are stored. To estimate the output of data 

samples that were not used during training, the network will utilize these weights (unseen data sample ). It should be noted that the 

network requires several training iterations to achieve optimal training performance, and that the stored iterations may be used later. 

Weights in a neural network represent the data-driven expertise the system has acquired over time.. 

 

Execution Phase 

Here, the neural network uses its previously acquired empirical knowledge to make an educated guess as to the output (optimum 

weight (Wop)), based on the characteristics of newly received signals that were not present during training (the network was not 

trained on these signals). The neural network receives as its sole input the B vector from eq(14), and it uses this information to 

make its weight estimates. Antenna array systems employ these "weights" to focus many narrow beams in the desired directions 

while canceling out radiation in the interference's direction. 

Figure 7 depicts the proposed ERNN model, which consists of three layers with a context unit; the input and output layers each have 

three nodes (the same number as the samples used for training), while the hidden layer has five nodes determined by trial and error. 

ERNN uses tan sigmoid transfer functions as activation functions in both the hidden and output layers. These two supervised training 

algorithms—the Levenberg-Marquardt (LM) method and the Resilient backpropagation (Rprop) algorithm—are used to teach 
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ERNN. 

The ERNN model, or Elman Recurrent Neural Network, is shown below.: 

 

 
Fig 7 : Elman Recurrent neural network 

 

where iw1,1 is the matrix of weights connecting the hidden layer to the context unit and iw2,1 is the matrix of weights connecting 

the output layer to the hidden layer; Y1, Y2, and Y3 are the ERNN outputs. In addition, the input/output pairs (B, Wop) needed to 

train the ERNN with the necessary weight vectors are created. If the ERNN is trained on the signals that arrived at [-90o, 0o, 90], 

the network is able to predict the weights of all unseen signals between the range [-90o,90o]. As soon as the network reaches its 

peak training performance, the weights vectors (iw1,1 and iw2,1) are stored, and the network is sent to the test with unseen incoming 

signals (Wop). The antenna array system's beam pattern may be calculated using the following equation of array factor after the 

results of the artificial neural network training have been obtained: 

AF = |Wop(k) 𝑒−j(i−1)𝖺(k) | (16)i=1,2…..M 

where a(k) is the searched angle between (-900, 900) with a step size of (-90, 90) = 1.. 

 

8.Results and Discussions 

For a uniform linear array with (M=5) and element spacing d= u / 2, we simulate the ERNN-based smart antenna beamforming and 

provide the results. The following supervised methods were used to train ERNN: 

 

Levenberg-Marquardt (lm) Training 

The best training phase performance for ERNN was [1.121938e-14] at epoch 38, with best validation performance equal to 

[1.682442e-14] and best test performance being [3.363946e-14]. This was achieved using the Levenberg- Marquardt (LM) 

algorithm and five hidden neurons. 

 

 
Fig 8: Performance of ERNN trained by LM algorithm 

 

Following the completion of the LM-based ERNN training phase, the network was put through its paces by being exposed to some 

novel, previously unheard signals. Figure 9 is a linear and polar depiction of the beam pattern (uniform Array factor (AF) with 

respect to Angle Of Arrival (AOA)) for a newly arriving signal with a Direction Of Arrival (DOA) of 30 degrees (based on MVDL 

beamformer). Antenna beam pattern based on ERNN trained by LM method has a side lobe level that is around 0.05 higher than 

the true value. 
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Angle of Arrival (AOA) in degree  
 

Fig 9 : Antenna beam pattern using ERNN trained by LM algorithm (M=5, d=λ / 2,DOA=30º) 

Linear and polar plot of new signal with DOA=60o is shown in Fig.10; the main beam is the same as the existing one, and the side 

lobe level is 0.18 dB higher than the existing side lobe. 

 
 

Angle of Arrival (AOA) in degree 

 

Fig 10 : Antenna beam pattern using ERNN trained by LM algorithm (M=5, d=λ / 2,DOA=60º) 

 

Resilient Back-Propagation (Rprop) Training 

Using the Rprop training method and five hidden neurons, ERNN training is proven to have a best phase training performance of 

[1.358237e-07], as seen in Fig.11. The greatest validation performance is [3.494906e-07] at epoch 79, whereas the best test 

performance is [3.704479e-07]. 

Fig 11: Performance of ERNN trained by Rprop algorithm 

Good results were obtained while testing the ERNN on some novel unknown signals after the training phase based on the Rprop 

method was finished. As can be seen in Fig.12, the main beam of the antenna calculated using ERNN is almost equal to the real 

main beam. This is shown by a linear and polar plot of the beam pattern of the new incoming signal with DOA=45o. An ERNN 

trained with the Rprop method predicts a side lobe level of 0.12 for an antenna beam pattern, which is somewhat higher than the 

measured value. 

Angle of Arrival (AOA) in degree 
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Performance/Training algorithm LM Rprop 

Training performance 1.121938e-14 1.358237e-07 

Validation performance 1.682442e-14 3.494906e-07 

Test performance 3.363946e-14 3.704479e-07 

epoch 35 79 
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Fig 12 : Antenna beam pattern using ERNN trained by Rprop algorithm (M=5, d=λ / 2,DOA=45º) 

 

Figure 13 is a linear and polar plot of the newly arriving signal at DOA=-10 degrees, with a main beam that is equal to the real 

one and a side lobe level that is 0.05 percent higher than the side lobe of the actual beam. 

 

 
Angle of Arrival (AOA) in degree 

Fig 13 : Antenna beam pattern using ERNN trained by Rprop algorithm (M=5, d=λ / 2,DOA=-10º) 

We can see that the LM-trained ERNN outperforms the Rprop-trained ERNN in Table(1), but the LM training technique is more 

memory-intensive and needs fewer epochs. 

Table 1 : Comparison between the performance of ERNN trained by LM and Rprop 

 

Antenna array enables active based on ERNN is shown in table (2), along with the amount by which it deviates from the real value 

for 10 transmissions. Since the inputs/outputs pairs of the neural network (B,Wop) may contain roughly equivalent adjacent 

samples, and since it has been proven by experience that this will adversely affect the weights of the algorithm network, the outcomes 

show that the amount of increment in the side lobe level is almost the same for LM and Rprop, but it may be different from one 

angle of arrival to another. 

Table 2 : The amount of in the side lobe level in the beam pattern of antenna array pattern based on ERNN from the 

actual value for 10 signals. 

 

DOA / Training algorithm LM Rprop 

30º 0.05 0.01 

60º 0.18 0.16 

45º 0.12 0.12 

-10º 0.05 0.05 

-20º 0.133 0.133 

40º 0.18 0.18 

10º 0.05 0.05 

-30º 0.01 0.01 

-60º 0.15 0.15 

-40º 0.18 0.18 

 

7. CONCLUSION 

In this study, we implement Elman Recurrent Neural Network (ERNN) for adaptive beamforming using smart antennas. It is a back 

propagation training method called LM and Rprop that is used to teach ERNN. In order to maximize signal strength in the intended 

user directions while canceling out interference from other sources, ERNN is taught to determine the optimal weights of an antenna 

array. When compared to the Rprop training algorithm, LM has been shown to perform better.takes up more space in the computer's 

memory than comparable algorithms. Fast convergence rates, nonlinear characteristic, improve capacity of system, and adaptive 

learning capabilities are some of the benefits introduced by the use of neural networks in adaptive beamforming for smart antenna 

systems. Future work on this technique may involve reducing the level of complexity involved in the hybridization process between 

the artificial neural network and antenna array, which would allow for a greater number of desired users (targets) to be served by 

multiple narrow beams while simultaneously canceling out interference sources. 
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