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Abstract—Diabetes, also known as chronic illness, is a group of metabolic diseases due to a high level of sugar in the blood 

over a long period. The risk factor and severity of diabetes can be reduced significantly if the precise early prediction is 

possible. Machine learning (ML) has been shown to be effective in assisting in making decisions and predictions from the 

large quantity of data produced by the healthcare industry. We have also seen ML techniques being used in recent 

developments in different areas of the Internet of Things (IoT). Various studies give only a glimpse into predicting diabetes 

with ML techniques. The prediction model is introduced with different combinations of features and several known 

classification techniques. The system is developed based on classification algorithms includes Random Forest, Logistic 

Regression, Gradient Boosting and Artificial Neural Network algorithms have been used. The performance measuring 

metrics are used for assessment of the performances of the classifiers. The performances of the classifiers have been checked 

on the selected features as selected by features selection algorithms. 

 

I. INTRODUCTION  

It is difficult to identify diabetes because of several contributory risk factors such as high blood pressure, high cholesterol, 

abnormal pulse rate and many other factors. Various techniques in data mining and neural networks have been employed to find 

out the severity of diabetes among humans. The severity of the disease is classified based on various methods like Random Forest 

and Logistic Regression. The nature of diabetes is complex and hence, the disease must be handled carefully. We have also seen 

hybrid ml model is used in predicting the accuracy of events related to diabetes. Various methods have been used for knowledge 

abstraction by using known methods of data mining for prediction of diabetes. Diagnosis of diabetes is traditionally done by the 

analysis of the medical history of the patient, physical examination report and analysis of concerned symptoms by a physician. But 

the results obtained from this diagnosis method are not accurate in identifying the patient of diabetes. Moreover, it is expensive and 

computationally difficult to analyse. Thus, to develop a non-invasive diagnosis system based on classifiers of machine learning 

(ML) to resolve these issues. Expert decision system based on machine learning classifiers and the application of artificial fuzzy 

logic is effectively diagnosis the diabetes as a result, the ratio of death decreases. The main objective of this research is to improve 

the performance accuracy of diabetes prediction. We proposed a machine learning based diagnosis method for the identification of 

diabetes in this research work.  

 

2. EXISTING SYSTEM 

Diabetes is one of the most significant causes of mortality in the world today. Prediction of cardiovascular disease is a critical 

challenge in the area of clinical data analysis. Diabetes is very dangerous if not immediately treated on time. The existing 

system doesn’t effectively classify and predict the disease in human body. Practical use oh healthcare database systems and 

knowledge discovery is difficult in diabetes diagnosis. 

Disadvantages 

• Doesn’t Efficient for handling large volume of data. 

• Theoretical Limits 

• Incorrect Classification Results. 

• Less Prediction Accuracy. 

 

2.2 PROPOSED SYSTEM 

The proposed model is introduced to overcome all the disadvantages that arises in the existing system. This system will 

increase the accuracy of the Supervised classification results by classifying the data based on the diabetic prediction and others 

using Random Forest classification algorithm. It enhances the performance of the overall classification results. Apply hybrid 

data mining techniques to the dataset to investigate if ML & DL techniques can achieve equivalent (or better) results in 

identifying suitable treatments as that achieved in the diagnosis. 

Advantages 

• High performance. 

• Provide accurate prediction results. 

It avoids sparsity problems. 

 

 

3. IMPLEMENTATIONS 

 

http://www.ijsdr.org/


ISSN: 2455-2631                                                  April 2023 IJSDR | Volume 8 Issue 4 

 

IJSDR2304034 www.ijsdr.orgInternational Journal of Scientific Development and Research (IJSDR)  180 

 

DATA SELECTION AND LOADING 

• Data selection is the process of determining the appropriate data type and source, as well as suitable instruments to 

collect data. 

•  Data selection precedes the actual practice of data collection and it is the process where data relevant to the analysis is 

decided and retrieved from the data collection. 

• Data loading refers to the "load" component.  

• After data is retrieved and combined from multiple sources, cleaned and formatted, it is then loaded into a storage system, 

such as a cloud data warehouse. 

• In this project, the diabetes dataset is used for detecting disease.  

 

DATA PREPROCESSING 

• The data can have many irrelevant and missing parts. To handle this part, data cleaning is done. It involves handling of 

missing data, noisy data etc. 

• Missing Data:  

This situation arises when some data is missing in the data. It can be handled in various ways. 

✓ Ignore the tuples:  

This approach is suitable only when the dataset we have is quite large and multiple values are missing 

within a tuple. 

✓ Fill the Missing values:  

There are various ways to do this task. You can choose to fill the missing values manually, by attribute 

mean or the most probable value. 

• Regression: 

Data can be made smooth by fitting it to a regression function. The regression used may be linear or multiple. 

 

SPLITTING DATASET INTO TRAIN AND TEST DATA 

• Data splitting is the act of partitioning available data into two portions, usually for cross-validator purposes.   

• One Portion of the data is used to develop a predictive model and the other to evaluate the model's performance. 

• Separating data into training and testing sets is an important part of evaluating data mining models.  

• Typically, when you separate a data set into a training set and testing set, most of the data is used for training, and a smaller 

portion of the data is used for testing.  

• To train any machine learning model irrespective what type of dataset is being used you have to split the dataset into 

training data and testing data. 

 

CLASSIFICATION 

Classification is the problem of identifying to which of a set of categories, a new observation belongs to, on the basis of a training 

set of data containing observations and whose categories membership is known.  

K-Means Clustering is an Unsupervised Learning algorithm, which groups the unlabeled dataset into different clusters. Here K 

defines the number of pre-defined clusters that need to be created in the process, as if K=2, there will be two clusters, and for K=3, 

there will be three clusters, and so on. 

Random forest algorithm creates decision trees on data samples and then gets the prediction from each of them and finally selects 

the best solution by means of voting. It is an ensemble method which is better than a single decision tree because it reduces the 

over-fitting by averaging the result.  

Logistic Regression Logistic Regression is a Machine Learning algorithm which is used for the classification problems, it is a 

predictive analysis algorithm and based on the concept of probability. The hypothesis of logistic regression tends it to limit the cost 

function between 0 and 1. 

Gradient boosting is a machine learning technique used in regression and classification tasks, among others. It gives a prediction 

model in the form of an ensemble of weak prediction models, which are typically decision trees. 

Artificial Neural Network Tutorial provides basic and advanced concepts of ANNs. Our Artificial Neural Network tutorial is 

developed for beginners as well as professions. The term "Artificial neural network" refers to a biologically inspired sub-field of 

artificial intelligence modeled after the brain. An Artificial neural network is usually a computational network based on biological 

neural networks that construct the structure of the human brain. Similar to a human brain has neurons interconnected to each other, 

artificial neural networks also have neurons that are linked to each other in various layers of the networks. These neurons are known 

as nodes. Artificial neural network tutorial covers all the aspects related to the artificial neural network 

 

PREDICTION 

Predictive analytics algorithms try to achieve the lowest error possible by either using “boosting” or “bagging”. 

Accuracy − Accuracy of classifier refers to the ability of classifier. It predict the class label correctly and the accuracy of the 

predictor refers to how well a given predictor can guess the value of predicted attribute for a new data. 

Speed − Refers to the computational cost in generating and using the classifier or predictor. 

Robustness − It refers to the ability of classifier or predictor to make correct predictions from given noisy data. 

Scalability − Scalability refers to the ability to construct the classifier or predictor efficiently; given large amount of data. 

Interpretability − It refers to what extent the classifier or predictor understands. 
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RESULT GENERATION 

The Final Result will get generated based on the overall classification and prediction. The performance of this proposed approach 

is evaluated using some measures like, 

• Accuracy 

Accuracy of classifier refers to the ability of classifier. It predicts the class label correctly and the accuracy of 

the predictor refers to how well a given predictor can guess the value of predicted attribute for a new data. 

 AC= 
TP+TN

TP+TN+FP+FN
 

• Precision 

       Precision is defined as the number of true positives divided by the number of true positives plus the number 

of false positives. 

 Precision=
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

• Recall 

           Recall is the number of correct results divided by the number of results that should have been returned.  In 

binary classification, recall is called sensitivity. It can be viewed as the probability that a relevant document is 

retrieved by the query. 

 Recall=
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

• F-Measure 

             F measure (F1 score or F score) is a measure of a test's accuracy and is defined as the weighted harmonic 

mean of the precision and recall of the test. 

F-measure=
2𝑇𝑃

2𝑇𝑃+FP+𝐹𝑁
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4.METHODOLOGY 

The methodology of the project is to predict the diabetic disease. The predicted feature has a value of 1, then will be a 

diseased person; if the value is 0, then it will be Normal. The dataset is divided into two parts: 70% of the data is reserved for 

training and 30% of the data is reserved for testing. The machine learning and deep learning techniques are used to detect the 

diabetes disease. The proposed deep learning algorithm is Artificial Neural Network is used to detect the diabetes disease by 

applying the K-fold cross validation method to increases the performance of prediction. Finally, it will generates the metrics in 

terms of accuracy, precision, recall and f1-score. 

 

ANN 

Artificial neural networks (ANNs) use learning algorithms that can independently adjust – or learn, in a sense – as they receive new 

input. This makes them a very effective tool for non-linear statistical data modeling. 

Deep learning ANNs play an important role in machine learning (ML) and support the broader field of artificial intelligence (AI) 

technology. 

An artificial neural network has three or more layers that are interconnected. The first layer consists of input neurons. Those 

neurons send data on to the deeper layers, which in turn will send the final output data to the last output layer. 

All the inner layers are hidden and are formed by units which adaptively change the information received from layer to layer 

through a series of transformations. Each layer acts both as an input and output layer that allows the ANN to understand more 

complex objects. Collectively, these inner layers are called the neural layer. 

The units in the neural layer try to learn about the information gathered by weighing it according to the ANN’s internal system. 

These guidelines allow units to generate a transformed result, which is then provided as an output to the next layer. 

Hence, the error is used to recalibrate the weight of the ANN’s unit connections to take into account the difference between the 

desired outcome and the actual one. In due time, the ANN will “learn” how to minimize the chance for errors and unwanted 

results. 

 

5.CONCLUSION 

In this process, we present the hybrid predictive models by using machine learning method Logistic Regression (LR), Gradient 

Boosting (GB), Random Forest (RF) and Artificial Neural Network (ANN) to predict diabetes disease. By method to Improve 

Expected Output of Semi-structured Sequential Data. It will enhance the performance of the predicted result. Finally generate the 

result based on accuracy, precision, recall and f1-score. 
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