
ISSN: 2455-2631                                         September 2022 IJSDR | Volume 7 Issue 9 
 

  

IJSDR2209140 www.ijsdr.orgInternational Journal of Scientific Development and Research (IJSDR)  876 
 

REAL-TIME DROWSINESS DETECTION (RTD2) 
 

Sri Krishna H V1, Tarun Srinivas2, Kedarnath R Gubbi3, Vijay Kumar S4 

1 Student, 2 Student, 3 Student, 4 Project Guide and Assistant professor  

Department of Information Science and Engineering  

B.N.M Institute of Technology, Bangalore, Karnataka, India.  

Abstract: In the present era, where the roads are filled with vehicles all the time, accidents are prone to happen. Studies 

show that over 50 percent of these road accidents in a year, are due to driver drowsiness and fatigue. Many attempts have 

been made to develop a solution to this problem to detect when the driver is drowsy, but everything has its own set of 

limitations. Our project aims to solve this problem by detecting the drowsiness of the driver and sending an alert. We 

propose to use the DLib Library to detect the driver’s face, and a number of landmarks are plotted on the entire face of the 

driver. Using these landmarks, various calculations and comparisons take place to check whether the drivers’ eyes are 

closed or open, and whether the driver is yawning or not. From this, the system determines whether the driver is drowsy or 

not. If the driver is found to be drowsy, an audio and visual alert is triggered to alert the driver. With this project, we aim 

to help the society by reducing road accidents, and saving lives and property. 

1. INTRODUCTION: 

Road accidents are very common on Indian roads. A majority of these accidents are caused due to drowsiness and fatigue of the 

driver. One simple way of keeping a driver awake and alert is to engage them in frequent conversations.A report produced by the 

Ministry of Road and Highway in the year 2016 stated that at least 4,80,652 road accidents were reported in the country. India does 

not record road accidents that are caused due to drowsiness of the driver, even while many police officers say that drowsiness is a 

major cause of road accidents. In our project, we have proposed an approach that makes use of vision-based technology to detect 

the drowsiness of the driver. The major goals of our proposed system are (a) yawn detection, (b) creating a real-time response 

system, (c) detection of the eye (d) detection of the face, under a variety of conditions like with/without spectacles, with/without a 

face mask and under dim lighting, etc. The main focus of our project is to create a real-time drowsiness detection system that will 

be able to accurately and quickly monitor the state of the driver. Detection of fatigue depends on the state of eyes and yawn. 

2. LITERATURE REVIEW 

The authors have used CNN[1] to detect the drowsiness of the driver. The algorithm works by detecting the face and eyes of the 

driver using CNN[1]. The Adaboost algorithm[2] can also be used but DLIB is better in edge detection as it is sensitive to noise. 

By only checking the yawn analysis[3] we get little information of the state of the driver. Here the face is detected and from which 

the mouth region is extracted, which is fed to the algorithm as input. The analysis is done using SVM[3]. We can use the eye blink 

detection[4] using OpenCV to check the state of the author. This works by extracting the whole face and getting the position of the 

eyes individually and checking for the blink. 

3. EXISTING SYSTEM 

The existing system uses a camera to obtain a LIVE video feed, from which the user's face is detected[2] and the eye region is 

extracted. The Eye Aspect Ratio is then calculated. Then the threshold comparison takes place, from which it is classified whether 

the user is drowsy or non-drowsy.  

 

Figure 3.1: Existing System 
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In the first step video input is taken for processing then and the frames are extracted from this video. The eye region is extracted 

from the frames and the Eye Aspect Ratio (EAR) is calculated, and then this calculation is compared with the threshold set and the 

user is classified as ‘Drowsy’ or ‘Non-Drowsy’.    

4. METHODOLOGY 

A video of the driver is captured using a camera, from which the driver’s face is detected. Once the face is detected, the eye region 

is extracted along with the mouth region. After the extraction of the eye and mouth regions, the Eye and Mouth Aspect Ratio 

(EMAR) is calculated, and then this calculation is compared with the threshold set and the user is classified as ‘Drowsy’ or ‘Non-

Drowsy’. If the threshold is crossed, the driver is said to be in the ‘Drowsy’ state, and if the threshold is not crossed, the driver is 

said to be in the ‘non-drowsy’ state. If the driver is found to be ‘Drowsy’, audio and visual alerts will be sent to the driver to alert 

him/her. 

 

Figure 4.1: Proposed System 

The different modules implemented in the application are:  

1. Input Acquiring Module 

2. Processing Modules 

i. Extracts frames from the live video feed.  

ii. Extract’s data points from the frames using DLIB. 

iii. Analyses and calculates the data points, and compares the measure with the threshold. 

3. User Alert Module  

The project has 3 main modules, the input acquiring module, the processing module, and the User alert module. The processing 

module is divided into 3 submodules, the module to extract frames from the live video, the Module to extract data points/landmarks 

from each individual frame using the DLIB library, and the module for analyzing the data points along with calculation and 

comparison. The Input acquiring module is used to acquire the video of the user from the camera, which is then sent for processing. 

The 1st processing module fetches the video as the input from the input acquiring module, and this video is converted into frames. 

Each of the frames is then sent to the next module. On getting the frames, the 2nd processing module, with the help of the DLIB 

library, the landmarks get plotted. After this, the eye and mouth landmarks are extracted. In the final processing module, the analysis 

and calculation of the data points are done. The eye and mouth aspect ratio is calculated and this calculation is compared with the 

threshold set to check if the driver is drowsy or not. The final module is the user alert module, where if the driver is found drowsy, 

a warning is triggered in audio and visual form, which will be sent to alert the driver.   
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Figure 4.2: Sequence Diagram 

The general procedure of the real-time drowsiness/sleepiness detection algorithm in our project is fairly straightforward.  

1. Initially, the camera is set-up which takes in the video frames as the input which includes the region of interest, the face.  

2. Once the face is found, the algorithm applies 68 landmarks on the facial region and the eye and mouth landmarks are 

extracted. For the detection of facial landmarks, the Dlib library is used. 

3. With the mouth and eyes landmarks found, the eyes and mouth aspect ratio is calculated to check if the eyes and mouth 

are opened or closed. 

4. If the ratio calculation specifies that the eyes of the driver have been closed for a long period of time or if the driver is 

yawning for a long duration, an alarm is triggered to alert the driver. 

5. If the eyes of the driver are closed for a long period of time, the ratio calculated will endure as it is. When the eyes are 

open, the ratio increases and vice-versa. 

 
Figure 4.3: Eye landmarks and Eye Aspect Ratio Graph 

The first image of Fig 4.3 shows an image of eye that is fully open with facial landmarks plotted on it. The second image of Fig 4.3 

shows an image of eye that is closed. The third image of Fig 4.3 which is present in the bottom represents the graph of EAR when 

the eye is open and closed, we can observe that EAR is constant at the beginning (showing that the eye is open), then suddenly 

drops below threshold and comes up again showing that the user has blinked. In our project, we will continuously monitor value of 

EAR, if the EAR value drops below a certain threshold and does not rise back within 2 seconds then we classify the user to be 

drowsy and trigger an alert. 

Out of the 68 landmarks mapped on the entire face, 6 landmarks are mapped for each eye. The left eye has landmarks 43-48, and 

the right eye has landmarks 37-42 assigned to them. The mouth has 20 landmarks mapped to it, which are landmarks 49-68. 
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The threshold of ratio for the closed eye is around 0.145, and for better results, the threshold of ratio in this methodology is set to 

0.2. The formula for calculating the Eye Aspect Ratio (EAR) is, 

𝐸𝐴𝑅 = 𝑥/(2.00 ∗ 𝑦) 

Where, x represents the distance between the lower and upper eyelids, that is, the average distance of points (p2,p6) and (p3,p5), and 

y is the horizontal distance between points p1 and p4. This can be seen in figure 4.3.  

 
Figure 4.4: Landmarks plotted on mouth 

For the mouth, landmarks 63 and 67 are taken into consideration. The distance between points 63 and 67 is calculated using the 

formula, 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑦2 − 𝑦1 

Where y2 is landmark 63 from the upper lip, and y1 is landmark 67 from the lower lip. 

When the Eye Aspect Ratio (EAR) crosses a set threshold for more than 10 frames, the user is considered to be ‘Sleeping’. If the 

distance between the lower lip and upper lip increases greater than 20 units, for more than 20 frames, the user is then considered to 

be ‘Drowsy’. The reaction time for the system is about 0.33 seconds. 

 

Figure 4.5: The 68 Landmarks plotted on the entire face 

 

5. RESULTS 

 
Figure 5.1: Sleep detection – System detects that the user is sleeping, and triggers audio and visual alerts. 
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Figure 5.2: Active detection – System detects that the user is active. 

 

 
Figure 5.3: Drowsy detection – System detects that user is yawning and triggers an audio and visual alert to indicate that 

the user is drowsy. 

 

 

 
Figure 5.4: Sleep detection – System detects that the user is sleeping, and triggers audio and visual alerts. 

 

 

 

 

6. CONCLUSION 

World Health Organization (WHO) claims that death occurring as a result of road accidents fall under the top 10 categories of 

causes of death. Driver sleepiness/ drowsiness detection plays an important role in safe and cautious driving. Driver sleepiness/ 

drowsiness detection is a cutting-edge technology that helps in preventing road accidents, which occur when the driver feels sleepy 

or drowsy. Reports and studies have found that 20 percent of the overall road accidents are due to drivers being fatigued or drowsy. 

We have proposed a system that will be able to alert drivers when he dowses off, which in turn will avoid accidents. The system 

detects the driver's face, and depending on the driver’s facial state, the driver is classified as drowsy or non-drowsy. If the driver is 

found drowsy, an alert is triggered in audio and visual form. 
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