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Abstract: This research paper proposes a intellectual collection system to distinguish typical and strange MRI mind picture. MRI is a crucial technique used for brain tumor detection and judgment. Study of medical MRI images by the radiologist is very difficult and time irresistible task and correctness depending upon their experience. To overcome this problem, the automatic computer aided system becomes very enforced. The proposed paper presents an automatic computer aided system for classification of malignant and benign tumor from the brain MRI. The texture features are extracted from MRI by using the highly accurate Gray Level Co-occurrence Matrix (GLCM) technique. The brain tumors are classified into malignant and benign using SVM and KNN classifiers. The proposed system gives an accuracy of 88.39% for SVM and 69.56% for KNN. To maintain a strategic distance from the human mistake, a computerized perceptive description framework is projected which provides food the requirement for characterization of picture. One of the real reasons for death among individuals is Brain tumor. The odds of survival can be expanded in the event that the tumor is identified effectively at its initial stage. Attractive reverberation imaging (MRI) strategy is utilized for the investigation of the human mind. In this investigation work, grouping methods in view of Support Vector Machines (SVM) and K-Nearest Neighbor (KNN) are proposed and connected to mind picture arrangement. In this research paper we explore the hybrid classifier i.e. combination of two classifiers (SVM and KNN) so that the accuracy of the classifier will gets more. In this paper highlight extraction from MRI Images will be completed by dim scale, symmetrical and composition highlights. The primary target of this paper is to give a superb result (i.e. higher correctness rate what’s more, lower howler rate) of MRI cerebrum disease grouping utilizing SVM and KNN
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I. INTRODUCTION

Programmed and industrious finding of medicinal pictures is important. PC and Information Technology are particularly liable in medical picture handling, healing investigation and characterization. All the more regularly Medical pictures are generally acquired by X-beams and MRI. X-ray is vital apparatus in the clinical and surgical environment because of unrivaled delicate tissue separation, high spatial determination, involvedness and it doesn't utilize any destructive ionizing radiation which may influence patients. Disease creates in a part of the body when cells start to develop out strangely. Radiologists analyze MRI Images in view of visual elucidation to distinguish the nearness of tumor. There may be a probability when expansive volume of MRI to be examined then there is a probability of wrong conclusion by radiologists since affectability of the human eye diminishes with heightening number of cases, prevalently when just a little number of cuts is influenced. Subsequently there is a requirement for proficient robotized frameworks for examination and arrangement of medicinal pictures. The MRI picture may contain both ordinary and strange picture. The approach (Fig. 1) incorporates taking after modules: Picture preprocessing, Features extraction, Feature lessening Preparing and Classification/Testing. Picture pre-processing is utilized to enhance the nature of pictures. Therapeutic pictures are debased by various kinds of clamors like Rician commotion and so forth. It is imperative to have great nature of pictures for exact perceptions for the given application. Middle channel is easy to get it. It jams brilliance contrasts bringing about negligible obscuring of provincial limits. It additionally saves the positions of limits in a picture, making this technique helpful for visual examination and estimation. Highlight extraction alludes to different quantitative estimation of medicinal pictures normally utilized for choice taking in regards to the pathology of a structure or tissue. In picture preparing, highlight extraction is a unique type of dimensionality lessening. At the point when the information to a calculation is too expansive to ever be prepared and it is thought to be disreputably pointless then the info information will be changed into a smaller representation set of components. Changing the info information is called highlight extraction. On the off chance that the removed components are mindfully chose, it is normal that the elements set will extract the imperative data from the information all together to perform the craved undertaking utilizing this decreased representation rather than the full size info. Guideline Component Analysis (PCA) [4] is utilized to diminish the dimensionality of information i.e. diminished elements. Martinez and Kak demonstrated that if preparing sets are little contrasting with highlight measurement, PCA can beat LDA [13].The lessened elements are submitted to a bolster vector machine for preparing and testing. Thussly this strategy will diminish the calculation time and many-sided quality. Classifiers, for example, SVM, K-Nearest Neighbors (KNN), Simulated Neural Network (ANN), Probabilistic Neural System (PNN), Hidden Markov Model (HMM), and so forth are utilized for different applications. Previously clustering approach was been used for biomedical area which focuses on MRI brain image segmentation process with modified fuzzy clustering. This work has not considered the noise removal and can be have better segmentation based on quantization. In our research, we will focus on finding the brain tumor detection with help of the binary tree quantization process with the different cluster formation. Segmented image will detect the brain tumor. Also, we are going to detect the size and stage of the tumor. The
objective of this paper to find the solution for detection of brain tumor. To provide an optimized solution for highlighting the affected area of the brain with segmentation in color images. To detect the size and stage of Brain tumor.

III. METHODOLOGY

It is most essential criteria to have best nature of pictures for exact perceptions for the given application. Pre-handling: It is the initial step of the proposed strategy. Anisotropic dissemination channel is a strategy for expelling commotion which is proposed by Persona and Malik [10]. This technique is for smoothing the picture by safeguarding required edges and structures. The reason for these strides is essentially Preprocessing includes expelling low-recurrence foundation clamor, normalizing the power of the individual particles pictures, expelling reflections and concealing parts of pictures.

The aim of the proposed system is to classify malignant and benign tumor image from the brain MRI. In Proposed approach the input images are collected from the some standard database, like BRATS 2012 and some clinical database images from the TATA Memorial Hospital, Mumbai T2-weighted MR images are fed as an input to the system. The MRI images contain different noise. To remove noise filtering operation is necessary. In the preprocessing, median filter is applied to MRI. The filtered image is converted to binary using threshold operation. Segmentation is done by threshold. The brain MRI consists of cerebral tissue along with the skull. Our region of interest is only cerebral area. The cerebral area is extracted by skull stripping. The features are extracted using GLCM. 14 features are extracted from the brain MRI and the it is trained with SVM and KNN classifier. The proposed brain tumor classification system consists of six blocks

1. Database
2. Input Image
3. Preprocessing
4. Segmentation
5. Extracting ROI
6. Feature extraction
7. Classification

Database
Tumor images are obtained from Brats 2012 website and clinical database from different hospital. Clinical database is obtained from Sahyadri hospital in Pune. We obtain images as T2-weighted MR images as coronal, axial and sagittal. But the datasets used for classification purpose were T2-weighted axial sequences. For experiment we have used 112 images.

Figure 1 Normal Brain

Figure 2 Abnormal Brain
Classifications Using Amalgam Classifier (SVM-KNN)

SVM classifier is equal to a KNN classifier which chooses one representative point for support vectors in each class. Even though the classifying ability of SVM is better than that of other pattern recognition methods, some problems still exist in its application, such as low classifying accuracy in complex applications and difficulty in choosing the kernel function parameters. In an endeavor to solve these problems, a simple and effective improved SVM classifying algorithm was proposed by Li et al. (2002), which combines SVM with the K-nearest neighbor (KNN) classifier. This new algorithm, Hybrid Classifier (SVM-KNN), has demonstrated excellent performance in various applications, especially in complicated ones (Li et al., 2002). In SVM, samples near the interface area are mainly support vectors. Instead of using the SVM method, in which only one representative point is chosen for support vectors in each class and this representative point cannot signify proficiently the whole class, we use the KNN algorithm in this case, in which every support vector is taken as representative points. That means more precious information can be utilized. In Hybrid classifier, we train the classifier SVM with radial basis kernel function with C=2 and \( \gamma = 2^{-1} \). In testing part we will calculate the nearest neighbor (i.e., support vector) to the query point using KNN. All classification results can have an error rate and might fail to identify an abnormality. It is common to describe this accuracy rate in the terms true and false positive rate and true and false negative rate as follows:

- **True Positive Rate (TPR):** Abnormal correctly identified as abnormal.
- **True Negative Rate (TNR):** Normal correctly identified as normal.

![Diagram of MRI image testing and classification](https://example.com/mri_diagram.png)
• False Positive Rate (FPR): Normal incorrectly identified as abnormal.
• False Negative Rate (FNR): Abnormal incorrectly identified as normal.

1) Sensitivity = TPRI (TPR+FNR) * 100%
2) Specificity = INRI (INR+FPR) * 100%
3) Accuracy = (TPR+INR)/(TPR+INR+FPR+FNR) * 100%

are used to measure the performances of the classifiers. This methodology includes following modules: Image preprocessing, Features extraction, Training and Testing. Image preprocessing is used to improve the quality of images. Medical images are corrupted by different type of noises like Rician noise etc. It is very important to have good quality of images for accurate observations for the given application. Median filter is used to remove noises while retaining as much as possible the important signal features. Skull masking is used to remove non-brain from MRI brain image. For skull masking morphological operations is used. It helps to improve the speed and accuracy of investigation and predictive measures in clinical applications. Morphological operation is followed by region filling and power law transformation for image enrichment. Skull masked image is used to extract features. In Feature extraction we have extracted 14 features from each image. In training for 112 images, features have been extracted. The classification process is divided into two parts i.e. the training and the testing part. Firstly, in the training part known data are given to the classifier for training. Secondly, in the testing part, 40 images are given to the classifier and the classification is performed by using SVM-KNN after training the part.

IV. RESULTS AND DISCUSSION

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Success Rate</th>
<th>Sensitivity Rate</th>
<th>Specificity Error</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>92.86</td>
<td>89.80</td>
<td>95.24</td>
<td>7.14</td>
</tr>
<tr>
<td>KNN</td>
<td>69.57</td>
<td>06.12</td>
<td>20.63</td>
<td>30.43</td>
</tr>
<tr>
<td>Amalgam (SVM-KNN)</td>
<td>93.75</td>
<td>95.35</td>
<td>92.75</td>
<td>6.25</td>
</tr>
</tbody>
</table>

Qualitative analysis
The aim of qualitative analysis is to provide pictorial information of the research. The main advantage of the qualitative analysis of our research is it shows the location of the brain tumor in the Brain MRI.
The results of the proposed approach at different stages are shown below

a. Input MRI: - The input noisy image from the database is shown below. It is noisy; contain a skull, cerebral and non cerebral tissues

b. Median filter - The paper and salt noise is removed by median filter. The result of median filter is shown below figure

c. Binary image - The image is converted into a binary image using thresholding operation. The local thresholding method is used for thresholding. The result of binary image is shown in figure 5
IV. CONCLUSION

The relevance of these techniques is the direct clinical application for segmentation. This proposed system is used to give more information about brain tumor detection and segmentation. The target area is segmented and the evaluation of this tool from the doctor, whom the project has cooperated with, is positive and this tool helps the doctors in diagnosis, the treatment plan making and state of the tumor monitoring. Results indicate that the implemented method is efficient for the classification of the human brain images into Benign vs. malignant. So the implemented system would be useful in clinical practice for the detection of brain tumor. Classifiers used in this project are SVM and KNN with an accuracy of 92.86% and 69.57% respectively, we have used hybrid classifier i.e. combination of these two and got an accuracy 93.75% compared to other methods, this system gives you the best results.
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