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Abstract: The data is growing tremendously and handling 

of data for various business and scientific applications is 

an on demand need. But, it is unavoidable to have missing 

values in any dataset. The reason for the missing values 

could be varying with different mode of applications and 

the concern here is that how those missing values are 

handled. The various imputation methods in practice are 

studied in detail and a new approach based on multiple 

linear regression model is proposed. The efficiency of the 

proposed imputation approach is tested with K-Means 

clustering by comparing the clustering of the original 

data and the imputed data. The proposed approach is 

found to perform than the other statistical imputation 

models.  
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I INTRODUCTION 

 Clustering a kind of machine learning model is in practice 

for the past decades, it cannot handle dataset which contains 

missing values in some of the features [1][2] . There are 

works that handle the missing values in both supervised 

[3][4] and unsupervised models[5].  

The following figure 1 represents the various mechanisms. 

The figure is summarised from [6].  

  

 

 

 

 

  

  

  

 

 

  

 

Figure 1 Various Imputation Methods 

The objective of this work is to study the various imputation 

mechanisms that are in practice and experiment with few of 

the statistical models. A new approach is also proposed based 

on multiple linear regression for imputing missing data. The 

results of which are compared with the existing models. 

 The rest of the paper is organised as follows.  The next 

section explains the various states of models and the third 

section gives the System model. The Fourth section explains 

the result obtained and their comparison. The last and the 

final section give the conclusion. 

II STUDY OF THE VARIOUS MODELS 

The studies include works that deals with the various 

imputation mechanisms and also works that experiments on 

how the clustering models handles missing data efficiently 

and hence improve the efficiency of the clustering.  

[7] Provides a mechanism for finding a threshold value based 

on which a decision is made whether to include an element in 

to a cluster, not to include the element in the cluster or to 

delay the process of making a decision on it. Concept of game 

theory is applied and the result shows that the accuracy level 

obtained is similar to other models while the generality is 

improved.  

[8] Employs convolutional Bidirectional LSTM model for 

filling up the missing data in spatio-temporal data. It is 

observed from the results that though this deep neural model 

is found to provide better performance than the other model, 

the error values are still high. 

A two-step approach is provided in [9]. The authors work 

with the traffic data and K-Means Clustering is used for 

grouping of roads that has similar traffic pattern and further 

deep learning model is used for filling up the missing data 

with the observed relations. The model has been evaluated 

for its consistency for different missing rates. [10] deals with 

applications that has only proximity matrix as input and there 

are missing values in it. The authors have proposed an 

algorithm that imputes the values and completes the 

proximity matrix. The accuracy varies with different datasets 

and is not found to be remarkably high. In [11] authors have 

extended the K-means algorithm to design a new algorithm 

that can work even with the dataset that has missing values in 

it. The algorithm is designed in such a way that it acts as a 

conventional K-Means algorithm when the given dataset has 

no missing values. 

[12] introduces a novel algorithm built on the K-Means 

algorithm that handles missing data scenario in a more robust 

way. Maximization Minimization approach is used for 
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optimization and the model shows better result in terms of 

clustering accuracy than the other models. 

A method that contains the K-Means and RBF neural 

networked is used in[13] for predicting the missing values. 

Clustering is done with the K-Means algorithm and the 

neural network model is used for predicting the missing 

values. This model is found to produce better results when 

the missing rate is low and the accuracy degrades with the 

increase in the missing rate.[14] have employed 

autoencoders for finding the missing values in the dataset. 

The traditional architecture of the autoencoders is modified 

by the authors to get a better result.[15] combines the 

denoising encoders and generative adverisal networks for 

predicting the missing values and it proves to produce 30% 

higher accuracy than the other state of art models.  

The missing data problem in the context of IoT is 

considered by [16] . a solution that combines the 

probabilistic matrix factorization method with K-Means 

clustering is is proposed which produces better result than 

the models with support vector machine and deep neural 

networks. [17] also develops a new k means algorithm that 

imputes the missing data when the clustering algorithm is 

in progress. The clustering accuracy iss found to be higher 

than the other state of art models. 

There are also other models such as Bayesian 

framework[18] and Expectation Maximization 

[19]algorithm that deals with missing values and the later 

is used vastly. In addition to this there are various imputers 

that are prebuilt in python scikit-learn module[20]. 

But from the study it has been observed that most of the 

models concentrate on the accuracy of the machine 

learning model rather than the accuracy of the imputed 

values. Regression model would help in addressing both.  

III SYSTEM MODEL 

This section explains the various statistical methods that have 

been used for imputing the missing values. It has been 

observed from the literature [17] that statistical model 

outperforms the KNN filling model and the EM Model. 

For experimenting, iris dataset is considered. To find the 

efficiency of the proposed imputation method, first K-Means 

algorithm is applied to the original data and later K-means is 

applied to data that contains missing values imputed with 

different methods. 

For identifying the optimal number of clusters, Elbow 

method is followed. Elbow method is a proven method to find 

the number of clusters. In this method, a plot is made with 

different number of clusters and the point where the elbow 

occurs specifies the number of clusters that can be used. For 

the considered dataset, the following figure 2 represents the 

result obtained from the elbow method and the clusters 

formed from the optimal number of clusters 3. 

 

  

Optimal Number of Clusters 

with Elbow Method  

 

K-Means Clustering of the Iris 

Dataset without missing values 

 

Figure 2 Elbow Graph and the clusters of the Iris 

Dataset 

The Elbow method is based on the WCSS which stands for 

within cluster sum of squares.  

Within cluster sum of squares = ∑ (𝑥𝑖 − 𝑦𝑖)
𝑘
1 ,  

here,  

k is the number of clusters, 

 𝑥𝑖 Represents the values in the particular cluster and 

 𝑦𝑖  Represents the centroid of that cluster.  

 

Experimentation is done with two copies of the iris dataset 

with different percentage of the missing values. A dataset 

with 5% missing values and another dataset with 10% 

missing values is crested from the original dataset .  

The missing values are filled with different methods and 

experimented. Commonly used statistical models of filling 

the missing values with mean and median is employed and a 

new approach of filling the missing values with regression 

model is also done. Approach of filling the missing values 

with regression is described below. 

 From 

Dataset D, n Data sets are creates D1, D2,..Dn, where n 

represents the number of features 

 For Each Di, 

Multiple Linear Regression is applied and the missing feature 

is predicted. Multiple Linear regression can be defined as 

follows. 

 

yi=β0+β1xi1+β2xi2+...+βpxip+ϵ 

where 

yi is the dependent variable 

xi is the independent variables 

β0  is a constant  

β1, β2...represents the slope coefficients 

ϵ represents the residual 

the dependent variables change for the individual datasets in 

the proposed case.  

 

 All the Di are combined back together to form a new 

Imputed Dataset DI 

 K-Means clustering is applied to D and DI , The 

performance of the clustering is measured with 

fowlkes_mallows_score. It is used to find the similarity 

between two clusterings. It can be defined as below. 

           fowlkes_mallows_score = TP/ sqrt((TP + FP) * (TP 

+ FN)) 
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where,  

TP stands for True positive and it represents the number of 

pairs of elements that belongs to the same cluster in both the 

actual cluster and predicted cluster, here actual cluster refers 

to the cluster of original data and predicted cluster refers to 

cluster dof data that contains imputed values 

FP stands for False positive and it represents the number of 

pairs of elements that belongs to the same cluster in the actual 

cluster but not in the  predicted cluster 

FN stands for False Negative and it represents the number of 

pairs of elements that belongs to the same cluster in the 

predicted cluster but not in the actual cluster 

 

The following figure 3 represents the result of K-Means 

clustering applied on dataset the missing values of which are 

imputed with different approaches. The percentage of the 

missing data is 5%. 

 

Figure 3 K-Means clustering of Data imputed with 

different approaches (5% Missing Data) 

The following figure 4 represents the clustering obtained 

with 10% missing data. 

 

Figure 4 K-Means clustering of Data imputed with 

different approaches (10 % Missing Data) 

The results obtained and the performance comparison of the 

different imputation models are given in the next section. 

 

 

 

IV RESULTS 

The accuracy of the clustering is measured with 

fowlkes_mallows_score and the result of different method of 

imputation are compared for different percentage missing 

data. The following figure 5 represents the 

fowlkes_mallows_score obtained with comparison of the 

original data with the data that has 5% missing values 

imputed with different approaches. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
 

(a)5% Missing Data imputed with 

Mean 

(b) 5% Missing Data imputed with 

Median 

(c)5% Missing Data imputed with 

Multiple Regression 

  
 

(a)10% Missing Data imputed 

with Mean 

(b) 10% Missing Data imputed with 

Median 

(c)10% Missing Data imputed with 

Multiple Regression 
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Figure 5 comparison of fowlkes_mallows_score (5 % 

Missing Data) 

The following figure 6 represents the results obtained with 

10% missing data. 

 

 

Figure 6 comparison of fowlkes_mallows_score (10 % 

Missing Data) 

 

The following figure 7 represents the comparison of the result 

obtained with different imputation methods for different 

percentage of missing data. It can be observed from the result 

that in case of 5% missing data imputation with regression 

performs equally well as the imputation made with median 

and comparatively higher than the one done with mean. 

When there is an increase in the percentage of the missing 

data, there is considerable performance degradation in case 

of imputation with mean and median which is not true in case 

of imputation with regression.   

 

 

 

Figure 7 Comparison of fowlkes_mallows_score 

obtained for different percentage of missing data 

 

V CONCLUSION  

 

Statistical models are generally followed for imputing 

missing data in the dataset before applying any kind of 

machine learning algorithms on it. A new approach of filling 

the missing values with multiple linear regression model is 

proposed and found to perform well than the existing 

statistical models. It is also observed that there is no 

degradation in the performance of the model when the 

percentage of the missing value increases.  
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