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Abstract— Prediction of the stock price and in 

specific the trend the stock price will follow is an important 

task in various perspectives. Recurrent neural networks are 

used for this task. Experimental analyses were made with 

different time stepss and different number of Long Short 

Term Memory (LSTM) layers. The dataset that has been 

used is the Google stock price of the past five years. It is a 

time series data which contains stock details of 1274 days. 

The performance parameters that are used for evaluating 

the model are explained variance score, r2score and the 

pearson coefficient . The results show the comparative 

performance of the recurrent neural network with different 

number of time steps and different number of LSTM layers. 

It has been observed that the model with 60 Time steps and 

4 LSTM Layer performs better. 

Keywords: Stock Prediction, Time Series Analysis, 

Recurrent Neural Networks, Long Short Term Memory. 

 

I.Introduction 

Time series stock data refers to the prices of a 

particular share over a time period. It contains various intense 

data required for predicting the future stock price of the 

particular share. Various models are in use for time series 

prediction of the share prices, this includes the conventional 

models based on statistics [1-3], with the introduction of 

machine learning, and many such models have also been used 

for stock price prediction [4]. There are also works that 

employs artificial neural networks for stock price prediction 

[5-7]. 

 

The objective of the work is to use recurrent neural 

networks for predicting the stock price and the trend of the stock 

price. The rest of the paper is organized as follows, the next section 

explains the observations made with the various state of art 

models, the third section explains the recurrent neural networks 

and the last section gives the results obtained. 

 

II. Study of state of art models. 

 

This section explains the various works that have been 

used for predicting the stock movement. 

Text content from the financial reports is used by [8] to 

predict the stock price. Two methods  are used model based and 

visualization, the former is used for predicting the stock prices and 

the later is used for assessing the prediction. Six models are 

employed on the 8k financial dataset. The best result is achieved 

with the supervised PV and the accuracy achieved is 68%. 

[9] proposed multi source multiple instance learning 

model for predicting the stock price. The multiple sources include 

quantitative data of stock, result of sentiment analysis made with 

social media data and events extracted from the web news. The 

authors believe that usage of different sources would yield a better 

prediction accuracy rather than relying on a single source. Multi 

instance learning algorithm is employed, which labels individual 

instances. Data used ranges from 1st January 2015 to 31st 

December 2016. The framework is tested with support vector 

Machine, tensor based learning approach , nested multi instance 

learning model, open IE multi instance learning model, without 

RBM multi instance learning model and without multi hinge lose 

multiple instance learning model. It is observed from the results 

that, 
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news events contribute much in predicting the stock price 

followed by the stock’s quantitative data and then the data 

extracted from social media. The quantitative data considered 

are average price, market index, turnover rate. The proposed 

model improves the accuracy by 6.7% for 2015 data and 9.4% 

for 2016 data when compared to other models, but the achieved 

accuracy is only 59% and 60% for the years 2015 and 2016 

respectively. 

[10] used deep learning model to predict the trend in 

the stock price. The factors considered for the prediction are 

data retrieved from the financial news combined with the 

sentiment dictionary. A better recurrent neural network model 

is proposed  to analyze the text. In addition to this, a new 

sentiment word embedding model based on financial dataset 

and sentiment dictionary  is created. The network used is TGRU 

. 

Raw daily S&P 500 Index stock prices downloaded from 

Yahoo Finance was in CSV format is used as the dataset. The 

training part of the dataset has 439,304 articles, validation set 

contains 2,305 articles and the test set contains 98,468 articles. 

The accuracy achieved by the authors is 66.32 which is 

comparatively higher than the other models. 

[11] considered 10-Q form as their source for stock 

prediction. The 10-Q form is a quarterly report that contains 

security changes, analysis and discussion by the management, 

risk of the market etc. 

The goal of the authors is to test the usability of text contents 

in 10-Q reports on stock predictions. Therefore, a simple 

experiment is designed at the cost of prediction rates for the 

purpose of preliminary testing of words in 10-Q reports. 

The model is restricted to features generated from the corpus. 

the corpus consists of 17,939 10-Q documents published in 

between March 2004 to October 2017. Training dataset consists 

of reports that were published 30, 60, 90- days prior to August 

8th, 2016 and test data set consists of the 2,000 most recent 10 

documents within the corpus. 

A feed forward multi layer neural network is designed with the 

features extracted from the 10-Q forms. The accuracy of the 

prediction over different day ranges lays only around 54%. 

[12] included financial news as an input for predicting 

the stock price. The author has proposed a method called 

Attention-based LSTM(At-LSTM). The goal of the authors is to 

leverage public released financial news and train a model named 

Attention- based LSTM (At-LSTM) to make prediction on 

directional changes of the stock prices of the different companies. 

The model consists a Recurrent Neural network(RNN) to 

encode the news text and capture  the context information,self 

attention mechanism is applied to distribute attention on most 

relative words, news and days . The model also take advantages 

from the rapid development of deep neural networks.The 

optimization algorithm used in the model is Adadelta optimization 

algorithm and the loss function used is cross entropy loss. 

The number of news used for training , validation and 

testing are 445262, 55658, 55658 respectively.various base line 

models are considered for comparison and the At-LSTM model 

produces the highest maximum accuracy of 65.53%. 

[13] designed a prediction model based on 

Bidirectional Gated Recurrent Unit(BGRU). The model considers 

both historical stock prices and online financial news. 

The experiments examine the influence of the news on 

predicting the polarity of the stock change in each time interval. In 

addition, the model had an improvement in the accuracy on both 

the Standard & Poor’s 500 (S&P 500) stock index prediction and 

the individual stock prediction. 

The Keras 1.1.0 deep learning library in Python is used to 

implement this experimentation. The first layer is the embedded 

layer that used 32 length vectors to represent each word. The total 

number of words of interest is limited to the 20,000 most frequent 

words, and the rest are removed. The sequence length (number of 

words) in each review varies, so each review is constrained to 

2,000 words, truncating long reviews and pad the shorter reviews 

with zero values.The next layer is the LSTM layer or BGRU layer 

with 128 memory units (smart neurons). Keras provides this 

capability with parameters on the LSTM layer and GRU layer the 

dropout-W for configuring 20 percent the input dropout and 

dropout-U for 
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configuring 20 percen the recurrent dropout. 

Finally, because this is a classification problem 

.Softmax output layer is used with a single neuron and a sigmoid 

activation function to make 0 or 1 predictions for the two classes 

(up and down) in the problem 

The authors predict movements over a period of more 

than a day. However, the influence of the news is being reduced 

over time. The BGRU method has obtained the best 

performance with an accuracy of 59.98%. 

The model achieves a accuracy of 65% in  predicting the 

individual stock price. 

[14] proposed a neural network model called 

hierarchical complementary attention network. When the 

previous models takes into account only the news titles as a 

factor for the prediction of the stock price, the authors takes into 

consideration the content of the news also. 

The authors proposed new neural network 

architecture, namely Hierarchical Complementary Attention 

Network (HCAN). In particular, HCAN adopts a two-level 

attention mechanism, which includes a word-level attention and 

a sentence-level attention, to quantify the importances of the 

words and sentences in given news. To ensure that the 

information captured in the title and content is complementary, 

a new measurement called score- inverse similarity (S-IS) is 

introduced for calculating the attention weights. Evaluation is 

made with new datasets. Experimental results show that HCAN 

outperforms the state-ofthe- art techniques. the financial news 

dataset obtained  from Reuters during January 2007 to 

December 2012, which contains 47487 news after removing 

duplicates and empties is used as the dataset for financial news 

and the stock price data from Yahoo- Finance is also used. 

The features extracted from the news content and the stock 

data are taken as inputs for the neural network. An accuracy of 

61.38% is achieved with this model. 

[15] proposed a model for stock price prediction, 

the model considers the psychological and behavioural features 

retrieved from the social media sites to predict the stock price. 

The dataset 

contains 18.39 million tweets from 2780 stocks. Only a part of this 

is considered for research which contains 

6.48 million tweets from 284 thousand users. The reason for 

choosing this is due to its stability in the particular period and 

activeness of the share market. Support vector machine and the 

multilayer perceptron algorithms are used. The maximum accuracy 

achieved only with stock specific features is 57%. 

[16] addresses the problem of handling the joint impact 

that arises when multiple sources such as the events related to 

products or stocks, stock data are considered for predicting the 

stock price. A heterogeneous data which contains the web news 

and stock quantitative data is used as the dataset. An extended 

coupled hidden markov model is proposed and compared with the 

base line models such as Support vector machine, tensor based 

learning approach, coupled matrix and tensor model etc. Various 

parameters such as the accuracy, F1score and Mathews correlation 

coefficiency is calculated and the extended coupled hidden markov 

model proves to produce better result in predicting the movement  

of the stock price.The accuracy achieved is 62.70% 

[17] tries to analyse the mail transactions that take place 

within the company between the persons holding key 

responsibilities and their relation with the changes in the stock 

price. It is also observed  that there exists such a relationship and 

the stock price movements can be predicted with the content of 

these mail communications. Discretization of communication 

network and stock price is made first and the prediction of stock 

price with communication network is considered as a pattern 

discovery problem. Then prediction rules are formulated to find the 

stock price from the communication network. The Enron e- mail 

dataset is used for this purpose and it contains 

12.6 million words. The average accuracy achieved is 80%. 

[18] proposed a multi-task stock prediction model that 

takes multi-source data fusion in addition to the stock correlations. 

the model first utilizes tensor to integrate the multi-sourced data, 

including financial Web news, investors' sentiments extracted 

from the social network and some quantitative data on stocks. An 

improved sub-mode coordinate algorithm is proposed by the 

authors. It also employs the Long 
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Short-Term Memory neural network to predict the stock 

fluctuation trends. The multi-source data used in the 

experimentation are Quantitative data, web news data and 

Social media data. The quantitative data of stocks of the two 

datasets are both collected from Wind which contains various 

financial data. The parameters considered are stock turnovers, 

P/E ratios, P/B ratios and PCF ratios that are commonly used 

indices for stock trading and evaluation as quantitative indexes. 

In addition, to that industry index is also collected to calculate 

the stock correlation matrix. For web news data, the data 

collected are 90,361 news articles for A-share stocks and HK 

stocks respectively from Wind, including the titles and the 

publication time. Each article is assigned to the corresponding 

stock. For Social media data, 1179,926 postings from Jan.1, 

2015 to Dec. 31, 2016 for the stocks is collected from Guba. 6 

base line models are used for comparison. Though this model 

(Sub-Mode coordinate algorithm +LSTM) produces higher 

accuracy than the other models, the accuracy produced is only 

62.97% and 63.31% with two different datasets. 

[19] proposed a Numerical based Attention method 

for dual source stock market prediction. The model selects the 

stock data , based on the numerical data retrieved from the news 

data.The authors have proposed an attention-based method to 

effectively exploit the complementarily between news and 

numerical data in predicting stock prices. The stock trend that 

has been reflected in the news is converted in to numerical data. 

The method can effectively filter the noise and make full use of 

the trend information in news. 

Three datasets are built by the authors from two sources, China 

Security Index 300 (CSI300) and Standard & Poor’s 500 

(S&P500). The parameters considered for evaluation are Mean 

square error and accuracy. The maximum accuracy achieved is 

60.8%. 

[20] proposed a model for predicting the stock price, 

which combines the concept of sentiment analysis with support 

vector machine, day- of - week is considered and the result 

shows an accuracy of 89%. Other concepts such as opinion 

mining are also used for stock price prediction [21] but shows 

only lower accuracy. Similar low accurate result is also noted in 

[22] where CNN Model is employed. 

Various models and state of art mechanisms that are used 

for predicting the stock trend is discussed and most of the models 

seem to provide only less accurate results. The next section 

explains the recurrent neural network model. 

 

III Experimentation 

The dataset contains stock data of 1274 days from 

02.01.2015 to 24.12.20219 leaving the holidays. The parameter 

that is considered for the prediction is the opening price of the day. 

The data is split into train data and the test data. The data of the 

last 20 days are considered as the test data. First the model is 

trained with the training data and the stock price of the last 20 days 

are predicted which is compared with the actual values. 

The data that are fed to the model is normalized with the 

scalar function. The normalized value of the individual values is 

calculated with the following formula. 

 

xnew = (x-xmin)/(xmax-xmin) 

 

where, 

x is the value which has to be normalized. Xmin is the minimum 

value in the considered data and Xmax is the maximum value in 

the considered data. 

 

The recurrent neural network models that were build and 

compared consists of various time steps and different number of 

LSTM Layers. The core idea is to use LSTM layers as a method of 

increasing the efficiency of the model by addressing the gradient 

descent problem that commonly occurs in recurrent neural 

networks. Number of epochs used in all the models is 100 and the 

number of units in each LSTM layer is 50. The different 

combinations considered are 20 time steps with 1 LSTM Layer ,20 

time steps with 4 LSTM Layers, 60 time steps with 1 LSTM Layer 

and 60 time steps with 4LSTM Layers .the output layer consists of 

a single unit. Time steps here refers to the number of days for which 

the error value is 
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calculated and back propagated to solve the gradient descent problem 

and hence reduce the error value. Usage of LSTM layers helps in 

considerably reducing the error rate. The performance parameters 

that are considered are explained variance score, r2 score and pearson 

coefficient. 

Explained variance score is usually used for predicting the explained 

variance regression score. 

Explained variance score= 1 − 
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 {𝑦−𝑦′}

 
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒{𝑦} 

Where, 

y= target output y’=estimated 

target output 

 

R2 score is defined as follows 

 

 

 

a) 20 time steps 1 LSTM Layer 

∑𝑛 (𝑦 −𝑦′ ) 

R2 score = 1- 𝑖=1    𝑖 𝑖 

∑𝑛   (𝑦𝑖−𝑦^𝑖)2 
𝑖=1 

 

Where, 

yi = Actual value 

y’i = Predicted Value 

y^  = 1 ∑𝑛 𝑦  
𝑛 𝑖=1   𝑖 

 

Both these values are good measures of regression 

models. The next performance parameter considered is the 

pearson coefficient. Pearson coefficient is normally used for 

finding the relation between two set of values. But pearson 

coefficient is calculated here between the actual stock price and 

the predicted stock price in order to analyse how similar the 

trend lines are. 

 

The values obtained for the above specified 

parameters are discussed in the next section. 

 

IV Experimental Results 

The experimental results obtained with the recurrent 

neural networks for different number of time stepss and 

different numbers of LSTM Layers are given below. 

The following figure represents the Loss occurred in 

the model 

 

 

 

 

 

b) 20 time steps 4 LSTM Layers 

 

 

c) 60 time steps 1 LSTM Layer 

2 
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d) 60 time steps 4 LSTM Layers 

 

Figure 1 Model Loss of RNN for different time stamps and 

different Number of LSTM Layers 

 

 

a) 20 time stamps 1 LSTM Layer 

 

 
 

b) 20 time Stamps 4 LSTM Layers 

 

 

c) 60 time stamps 1 LSTM Layer 

 

 

d) 60 time stepss 4 LSTM Layers 

 

Figure 2 stock price prediction with RNN for different 

time stamps and different Number of LSTM Layers 

 

The performances of the models are made with explained 

variance score and r2score. 

The following figure represents the explained variance 

score of the four models. 
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Figure 5 pearson coefficient of different models 

 

Figure 3 Explained Variance score for different models 

 
The following figure represents the r2score of the four 

models. 

 

 

Figure 4 R2score of different models 

 

 

The pearson coefficient is also calculated for the four 

models in order to get an idea of the similarity in trend between 

both the actual and the predicted values. Obtained pearson 

coefficients are given below. 

Though the pearson coefficient is used to find the relation 

between two sets of values, it is believed that it can also be used as 

a mechanism in comparing the trend of the actual and the predicted 

stock prices. It is observed from the results the model with 60 Time 

stepss and 4 LSTM Layers perform well than the other models. 

 

V conclusion 

 

Recurrent neural networks with different time steps and 

different number of LSTM layers are employed and tested with 

their performance in predicting the stock price and in specific the 

trend of the stock price movement. It has been observed that all the 

models performs considerably well and comparatively the model 

with 60 time steps and 4 LSTM Layer performs well than the other 

models. 
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