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Abstract: The paper is based on research area data mining in computer science. Data mining means knowledge mining from 

data. From among different approaches in data mining we are going to work on a approach which is “Proximity Measures 

for Binary Attributes”. The paper is about selecting a single pair from all the possible pairs in the data set consisting of 

objects of same type and having some attributes. Based on those attributes which will be binary in nature the research 

component i.e. Distance Measure will be calculated and a single pair will be given as output. 
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I. INTRODUCTION 

  Data mining sometimes called data or knowledge discovery in databases is the extraction of hidden predictive information 

from large databases [1]. Data mining field uses many methods to extract the needed hidden data and hidden patterns from big data 

[2]. Text data mining resembles data mining because it extracts useful knowledge and information by analyzing the diversified 

viewpoints of written data [3]. The term data mining was originally used to describe the process through which previously unknown 

patterns in data were discovered [4]. The term data mining was originally used to describe the process through which previously 

unknown patterns in data were discovered. This definition has since been stretched beyond those limits by software vendors and 

consultancy companies to include most forms of data analysis in order to increase its reach and capability. With the emergence of 

analytics as an overarching term for all data analyses, data mining is put back into its proper place—a critical part of analytics 

continuum where the new discovery of knowledge happens.[5] 

Dataset consisting of names of civil servants  will be used as input , so that a single cadre could be allotted to that pair 

which we will get as output on applying the “Proximity measure approach for binary attributes” in data mining but the approach is 

applied after processing the dataset according to “Single cadre allotment policy” which is proposed by Hon. PM Shri Narendra 

Modi. 

 

Fig. Knowledge Discovery Process (Data mining) 

The knowledge discovery process is shown in above Fig. as an iterative sequence of the following steps: 

1. Data cleaning (to remove noise and inconsistent data) 

2. Data integration (where multiple data sources may be combined) 

3. Data selection (where data relevant to the analysis task are retrieved from the database) 

4. Data transformation (where data are transformed and consolidated into forms appropriate for mining by performing summary or 

aggregation operations) 

5. Data mining (an essential process where intelligent methods are applied to extract data patterns) 

6. Pattern evaluation (to identify the truly interesting patterns representing knowledge based on interestingness measures) 

7. Knowledge presentation (where visualization and knowledge representation techniques are used to present mined knowledge to 

users) 
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               In data mining applications, such as clustering, outlier analysis, and nearest-neighbor classification, we need ways to assess 

how alike or unalike objects are in comparison to one another. For example, a store may want to search for clusters of customer 

objects, resulting in groups of customers with similar characteristics (e.g., similar income, area of residence, and age). Such 

information can then be used for marketing. A cluster is a collection of data objects such that the objects within a cluster are similar 

to one another and dissimilar to the objects in other clusters. Outlier analysis also employs clustering-based techniques to identify 

potential outliers as objects that are highly dissimilar to others. Knowledge of object similarities can also be used in nearest-neighbor 

classification schemes where a given object (e.g., a patient) is assigned a class label (relating to, say, a diagnosis) based on its 

similarity toward other objects in the model. 

Similarity and dissimilarity measures, which are referred to as measures of proximity. Similarity and dissimilarity are 

related. A similarity measure for two objects, i and j, will typically return the value 0 if the objects are unalike. The higher the 

similarity value, the greater the similarity between objects. (Typically, a value of 1 indicates complete similarity, that is, the objects 

are identical.) A dissimilarity measure works the opposite way. It returns a value of 0 if the objects are the same (and therefore, far 

from being dissimilar). The higher the dissimilarity value, the more dissimilar the two objects are. 

II. PROBLEM DEFINITION 

A. Details of Problem Definition 

 Objects in this paper are the names of officers recruited by UPSC and serving in India. The two officers should be either 

IAS/IPS/IRS and also their status should be married to get a single cadre allotted. The single cadre allotment policy is specified by 

our honourable PM Shri. Narendra Modiji. According to him, two IAS/IPS/IRS officers who are married can be allotted a single 

cadre i.e. state for serving in India until their retirement period unless suspended or resigned that too on certain grounds. Names of 

officers recruited by UPSC will be consisting of UPSC Results of batch 2004-2016. List of these officers will be shortlisted by the 

criteria that they should be either IAS/IPS/IRS. This shortlisted list will be finally used for selecting a pair, so that a single cadre 

could be allotted to that pair which we will get as output. 

 

B. Data Set Used 

 Civil servants recruited by UPSC consisting of batch 2004-2016 is used as data set. This dataset is taken from a magazine 

named “YOJANA” which is published by government every month especially for the civil servant aspirants.  

 This data set is used as input and finally we get an officer’s name who has been allotted a single cadre for service until 

his/her retirement period.  

C.  Distance measure for different types of data  

C1.  Proximity Measures for Nominal Attributes 

A nominal attribute can take on two or more states. For example, map color is a nominal attribute that may have, say, five 

states: red, yellow, green, pink and blue. 

Let the number of states of a nominal attribute be M. The states can be denoted by letters, symbols, or a set of integers, 

such as 1, 2,…, M. Notice that such integers are used just for data handling and do not represent any specific ordering. 

             “How is dissimilarity computed between objects described by nominal attributes?” 

The dissimilarity between two objects i and j can be computed based on the ratio of mismatches: 

d(i,j)=(p-m)/p, where m is the number of matches (i.e., the number of attributes for which i and j are in the same state), and p is the 

total number of attributes describing the objects. Weights can be assigned to increase the effect of m or to assign greater weight to 

the matches in attributes having a larger number of states.  

C2.  Proximity Measures for Binary Attributes 

Let’s look at dissimilarity and similarity measures for objects described by either symmetric or asymmetric binary 

attributes. 

A binary attribute has only one of two states: 0 and 1, where 0 means that the attribute is absent, and 1 means that it is 

present. Given the attribute smoker describing a patient, for instance, 1 indicates that the patient smokes, while 0 indicates that the 

patient does not. Treating binary attributes as if they are numeric can be misleading. Therefore, methods specific to binary data are 

necessary for computing dissimilarity. 

“So, how can we compute the dissimilarity between two binary attributes?” 

  One approach involves computing a dissimilarity matrix from the given binary data. If all binary attributes are thought of 

as having the same weight, we have the 2*2 contingency table of Table 1, where q is the number of attributes that equal 1 for both 

objects i and j, r is the number of attributes that equal 1 for object i but equal 0 for object j, s is the number of attributes that equal 

0 for object i but equal 1 for object j, and t is the number of attributes that equal 0 for both objects i and j. The total number of 

attributes is p, where p = q+r+s+t . 
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For symmetric binary attributes, each state is equally valuable. Dissimilarity that is based on symmetric binary attributes 

is called symmetric binary dissimilarity. If objects i and j are described by symmetric binary attributes, then the 

Table 1. Contingency Table for Binary Attributes 

 

dissimilarity between i and j is d(i,j)=(r+s)/(q+r+s+t) 

For asymmetric binary attributes, the two states are not equally important, such as the positive (1) and negative (0) 

outcomes of a disease test. Given two asymmetric binary attributes, the agreement of two 1s (a positive match) is then considered 

more significant than that of two 0s (a negative match). Therefore, such binary attributes are often considered “monary” (having 

one state). The dissimilarity based on these attributes is called asymmetric binary dissimilarity, where the number of negative 

matches, t , is considered unimportant and is thus ignored in the following computation: 

d(i,j)=(r+s)/(q+r+s) 

C3.  Dissimilarity of Numeric Data: Minkowski Distance 

Here, we describe distance measures that are commonly used for computing the dissimilarity of objects described by 

numeric attributes. These measures include the Euclidean, Manhattan, and Minkowski distances. 

In some cases, the data are normalized before applying distance calculations. This involves transforming the data to fall 

within a smaller or common range, such as [-1, 1] or [0.0, 1.0]. Consider a height attribute, for example, which could be measured 

in either meters or inches. In general, expressing an attribute in smaller units will lead to a larger range for that attribute, and thus 

tend to give such attributes greater effect or “weight.” 

Normalizing the data attempts to give all attributes an equal weight. It may or may not be useful in a particular application.  

The most popular distance measure is Euclidean distance (i.e., straight line or “as the crow flies”). Let i =(.xi1, xi2, … , 

xip) and j =(xj1, xj2, … , xjp) be two objects described by p numeric attributes. The Euclidean distance between objects i and j is 

defined as 

 

 

Another well-known measure is the Manhattan (or city block) distance, named so 

because it is the distance in blocks between any two points in a city (such as 2 blocks down and 3 blocks over for a total of 5 blocks). 

It is defined as 

 

D. Methodology Used 

Proximity Measure Approach for asymmetric binary attributes : 

A contingency table for binary data is created as follows: 

 

Fig. Contingency Table 

Distance measure for asymmetric binary attributes: 

d(i,j) = (r+s)/(q+r+s) 

Objects having more distance measure value are more similar. 
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III.  DETAILS OF IMPLEMENTATION 

A. Flowchart of overall work 

 

 

 

 

                                       

 

 

 

 

 

 

B. Proposed Algorithm

1. Start  

2. Show about the project details in short 

3. Show the input values i.e. names of IAS/IFS/IRS officers from the MS-Access database 

4. Show the eligible officers names 

5. Calculate the Distance Measure value for all the officers  pairs and show it one by one 

6. Compare all the Distance Measure values 

   

 a) If all the values of Distance Measure are same    then 

      i) Show the Distance Measure value  

      ii) Compare the AIR value and find the min. AIR value 

      Otherwise 

      i) Show the minimum Distance Measure value 

 7. If all the values of Distance Measure are same then show the name of officer whose pair is allotted a single cadre based on min. 

AIR value 

  8. Stop

C.  Result Analysis 

 

The main Research component is Distance Measure. In this research work all the Distance Measure values came out to be 0.So it 

required to make one more step further i.e. to check AIR (All India Rank) of the eligible civil servants. Min. value of AIR is 

considered to be highest merit rank. So after comparing the AIR values of all the eligible candidates “Gaurav Agrawal” with AIR 

1 is found as the final result of the research work.  

 

 

 

 

Display about the project 

Enter input values from the database 

Display all possible pairs 

Display Distance Measure for all the pairs 

Display minimum Distance Measure 

Display single cadre allotted pair 
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IV. DATA ANALYSIS

The main research component is Distance Measure. But the value of Distance Measure is same i.e. 0 for all the pairs.  

 

So, now there is a need to check for another attribute. That attribute value is AIR (All India Rank). Now, we check for AIR of all 

the officers corresponding to all the 9 pairs. 

              Now, whatever may be the AIR value, we need to focus on minimum AIR as it shows most capable officer i.e. on the basis 

of merit. 

 

From the above graph, it can be observed that minimum AIR value is for Pair1.

Now, the corresponding officer’s name for Pair1 is Gaurav Agrawal which is the final output of the overall research work. 

V.  CONCLUSION

I have executed the project successfully and thus got “Gaurav Agrawal” with AIR 1 who can be allotted a single cadre for service 

in India uptil his retirement as output. This research work is done using “Proximity measure approach for binary attributes” in data 

mining research area. 
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