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Abstract— The main aim of this paper focuses on the K-means and the DBSCAN clustering techniques to identify 

customer behaviors and group the customers in order to improve the customer service and to remove the outliers that are 

existing in the dataset. We use data mining techniques for customer profiling and segmentation. Clustering can be used 

for identifying and grouping similar customers. Finally, our focus is to find a way to divide the objects into clusters so that 

we can find frequent item in each cluster to improve sales by contacting customers through message, mail or phone based 

on the clusters. 
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I. INTRODUCTION 

Data mining is the process of extracting valid, useful, previously unknown, and ultimately comprehensible knowledge from large 

databases [1]. Data mining is considered as a step in the whole process of knowledge discovery problem statement [2]. Data 

mining techniques can be used efficiently in any business application that involves data, such as: (i) Increasing the business unit 

and overall profitability, (ii) Understanding customer desires and needs, (iii) Identifying profitable customers and acquiring new 

ones, (iv) Retaining customers and increasing loyalty, (v) Cross-selling and up-selling, (vi) Detecting fraud waste and abuse, (vii) 

Determining credit risks, (viii) Increasing web site profitability. Data mining can help companies in better understanding of the 

vast volume of data collected by the CRM systems [4]. Data mining can identify products that are often purchased together, 

which can help build product bundles that are more likely to be successful [5][6]. Today, data mining is being used by several 

industries including banking and finance, retail, insurance, telecommunications, etc. Other possible applications for data mining 

include database marketing, sales forecasting, call behaviour analysis and churning management in telecommunications; 

forecasting of demand for utilities, such as energy and water; simulation of chemical and other process reactions; finding critical 

factors in discrete manufacturing (aerospace, automobile, electronics); CPU usage and forecasting. It can help organizations better 

understand their business, be able to better serve their customers, and increase the effectiveness of the organization in the long run 

[5][6]. 

 

1.1 CLUSTERING
 

                     Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the same 

group (called a cluster) are more similar (in some sense or another) to each other than to those in other groups (clusters). It is a 

main task of exploratory data mining, and a common technique for statistical data analysis, used in many fields, including 

machine learning, pattern recognition, image analysis, information retrieval, and bioinformatics. 

 
Fig. 1: Types of Clustering Methods 

 

1.1.1 K-Means Algorithm 

Input – number of clusters k and data set D containing n objects. Output – A set of k clusters. 

Step 1: From D, randomly generate k points as the initial cluster centers. 

Step 2: Assign each object to a cluster to which the object is the most similar, based on the cluster mean value and  
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            the object value. 

Step 3: Re-compute mean of each cluster from the objects in it and update the cluster means. 

Step 4: Repeat steps (2) and (4) till there is no change in clusters. 

 

1.1.2 DBSCAN Algorithm 

DBSCAN is a density-based algorithm. Density is the number of points within a specified radius r (Eps). A point is a core point if 

it has more than a specified number of points (MinPts) within Eps. These are points that are at the interior of a cluster. A border 

point has fewer than MinPts within Eps, but is in the neighborhood of a core point. A noise point is any point that is not a core 

point or a border point. Any two core points are close enough– within a distance Eps of one another – are put in the same cluster. 

Any border point that is close enough to a core point is put in the same cluster as the core point. Noise points are discarded. 

Step 1: Select a point p 

Step 2: Retrieve all points density-reachable from p with respect to  and MinPts. 

Step 3: If p is a core point, a cluster is formed. 

Step 4: If p is a border point, no points are density-reachable from p and DBSCAN visits the next point of the  

            database. 

Step 5: Continue the process until all of the points have been processed. 

 

1.2  Profiling and Segmentation 

Customer profiling integrates several aspects of customers into a rational evaluation, such as customer details, historical records 

and contact details, customer attractiveness, or customer satisfaction [7][8][9]. Segmenting customers provides approaches to 

better understand their preferences and to more efficiently allocate resources based on the information. The benefit is twofold: (1) 

First, it enables companies to differentiate themselves by providing appropriate and suitable services for their customers’ needs; 

therefore, building up a competitive advantage. (2) Second, it guides the companies to where their most valuable customers are 

located and helps allocate major capital, effort and time to generate the most profit [5]. Market segmentation is one of the central 

concepts in marketing and customer profitability as a segmentation criterion is a newer phenomenon which has  become 

increasingly prevalent in many industries, leading to differential treatment of customers [14]. 

One of the most important points for customer profiling is targeting valued customer and having special attention to them . Xu 

and Walton [8][9] distinguished four criteria for segmenting customers: (1) customer profitability score, (2) retention score, (3) 

satisfaction and loyalty score,(4) response to the promotion. There are two basic approaches to segmentation: (1) market driven 

and (2) data driven. 

Marketers use direct marketing campaigns to communicate a message to their customers through mail, the Internet, e-mail, phone, 

and other direct channels. The stages of direct marketing campaigns are illustrated in Fig. 2 and explained below :  

 

1. Collect and clean the necessary data from different sources.  

2. Customer analysis and segmentation (clustering) into different groups.  

3. Development of targeted marketing campaigns in order to select the right customers.  

4. Campaign execution by choosing the appropriate channel, the appropriate time, and the appropriate offer for each campaign. 

 5. Campaign evaluation through the use of test and control groups. The evaluation involves the partition of the population into 

test and control groups and comparison of the positive responses.  

6. Analysis of campaign results in order to improve the campaign for the next round in terms of targeting, time, offer, product, 

communication, and so on. 

 

 
 

Fig. 2: The stages of direct marketing campaigns 
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II. PROPOSED WORK 

Flowchart for proposed work 

As shown in Fig.3, the procedural steps for predicting the customer profiling and segmentation for electronic products. The three 

basic steps are: 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Procedures steps for predicting the profile and segmentation for electronic products. 

                                                                       (Flowchart for proposed work) 

 

(1) Data Collection and Data Preprocessing: 

In the process of data collection we simply collected the reports from Electronic Gadgets Store and after that MIS department 

prepared one excel data sheet. In data preprocessing process the excel sheet was converted into 

.arff file that is compatible with WEKA. This dataset consists of 279 records with attributes like CustomerId,Name, Gender, Age, 

Salary, ItemName, MobileNum and MailId. 

 

(2) Variable Selection and Customer Profiling: 

In this process the Salary attribute was selected as input and MobileNum /MailId are used as output for contacting the profitable 

customers to improve the sales. 

 

(3) Customer Segmentation or Clustering: 

In this process the specific profiled data from data set was partitioned in different segments and clusters using K-means algorithm 

and identifying the outliers using DBSCAN algorithm. 

 

III. RESULTS 

Attribute ItemName is selected from the data set and the frequency count of each purchased item based on customer profiling is 

plotted in the Fig.4 and the corresponding items with frequency count is shown in Fig.5. 

 
Fig. 4: Graph representing frequency count of purchased items 

  

Data Collection and Data Preprocessing  

 

Variable Selection and Customer 

Profiling 

 

Customer Segmentation or 

Clustering 
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Fig. 5: Representation of purchased items with 

frequency count 

 

K-means clustering technique to identify customer behaviours and group the customers in order to improve the customer service. 

In this regard dataset is provided to the WEKA tool  to find the instances  in the four  specified clusters using Euclidean Distance 

Similarity measure. The results of K-means algorithm are in Fig.6. 

 

 

 Fig. 6: Results of K-means Clustering Technique 
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The DBSCAN clustering technique is used  to improve the customer service and to remove the 48 outliers that are existing in the 

dataset of 278 instances , which could not be done in K-means.The results of  DBSCAN algorithm are shown in Fig.7. 

 

  

 

 

 

 

                                      

 

Fig. 7: Results of DBSCAN Clustering Technique 

 

 

 

 
Fig. 8: Visualization of Instances w.r.t. Salary on Y-axis and Item on X-axis 



ISSN: 2455-2631                                                              © June 2016 IJSDR | Volume 1, Issue 6 

 

IJSDR1606057 International Journal of Scientific Development and Research (IJSDR) www.ijsdr.org 333 

 

Finally, we could divide the objects into clusters so that we can find frequent item in each cluster to improve sales by contacting 

customers through message, mail or phone based on the clusters. 

 

 

IV. CONCLUSION AND DISCUSSIONS 
The work discussed here proposes an approach for Customer profiling and segmentation using clustering methods. As it is evident 

from the results, this system provides better profiling and understanding of customers. A successful profiling and segmentation 

process demands that a company should define its business objectives. At the start of any segmentation process, management 

should agree on and clearly state their goals using language that reflects targeting and measurement. Business objectives can be (1) 

new account, sales, or usage driven; (2) new product driven; (3) profitability driven; or (4) product or service positioning driven. 

There are three segmentation methods that could be employed: predefined segmentation, statistical segmentation or hybrid 

segmentation. In this case, the data is known, the work involves a limited number of variables, and a limited number of segments 

are determined. 
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