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Abstract- Diabetic retinopathy (DR) is a serious condition that damages retinal blood vessels, potentially 

leading to blindness. Traditional diagnosis involves manual analysis of colored fundus images by clinicians, 

which is error-prone and time-consuming. To mitigate these challenges, computer vision techniques have been 

utilized for automating DR detection. However, existing methods often struggle with computational complexity 

and inadequate feature extraction for precise DR stage classification. This paper introduces a novel approach 

for classifying DR stages with minimal learnable parameters to enhance training efficiency and model 

convergence. The VGG16 architecture, augmented with a spatial pyramid pooling layer (SPP) and network-in-

network (NiN) structures, constitutes the VGG-NiN model, capable of effectively processing DR images across 

different scales due to the adaptability of the SPP layer. Moreover, the incorporation of NiN enhances the 

model's ability to capture nonlinear features, thereby improving classification accuracy. Experimental findings 

validate the efficacy of the proposed model, demonstrating superior performance in terms of accuracy and 

computational efficiency compared to existing techniques. 

 

Index Terms: CNN, colored fundus images, diabetic retinopathy, deep learning. 

 

I.INTRODUCTION 

Diabetic retinopathy, a common complication of diabetes, can lead to vision loss if left undetected and untreated. This 

paper aims to utilize advanced deep learning techniques, specifically the VGG-NIN architecture, for the early 

detection of diabetic retinopathy from retinal images. 

 

Diabetic Retinopathy (DR) stands as one of the leading causes of blindness worldwide among diabetic patients. Its 

early detection plays a pivotal role in preventing irreversible vision loss. This paper endeavors to leverage the 

potential of deep learning techniques, specifically the VGG-NIN architecture, to develop a robust and efficient system 

for the automated detection of diabetic retinopathy from retinal fundus images. 

 

The introduction of the paper on "Diabetic Retinopathy Detection Using VGG-NIN: A Deep Learning Architecture" 

delves into the prevalence and impact of diabetes mellitus (DM), specifically on eye health, leading to diabetic 

retinopathy (DR). It highlights key statistics regarding the global occurrence of DR, its papered rise, and the 

prevalence within specific regions, emphasizing the urgency of early detection. 

The section outlines the progression of DR stages, from non-proliferative diabetic retinopathy (NPDR) to proliferative 

diabetic retinopathy (PDR), detailing the distinctive characteristics and effects on the human retina. Emphasizing the 

importance of early detection, the text mentions symptoms associated with different stages of DR and the challenges 

in identifying asymptomatic cases. 

 

Highlighting the significance of this paper, the introduction focuses on the need for efficient and accurate detection 

methods. It mentions the limitations of conventional techniques and introduces convolutional neural networks (CNNs) 

as a promising approach for image classification tasks. 
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FIGURE : The different stages of DR 

 

Overall, the introduction provides a comprehensive overview of the significance, prevalence, and challenges 

associated with diabetic retinopathy, setting the stage for the proposed deep learning approach using VGG-NIN 

architecture for more accurate detection. 

 

II. OBJECTIVES 

The primary objective of this paper is to design, develop, and evaluate a deep learning-based system using the VGG-

NIN architecture to accurately identify and classify diabetic retinopathy stages from retinal fundus images. This 

system aims to achieve high accuracy, sensitivity, and specificity in the detection process, providing a reliable tool for 

healthcare professionals. 

 

The paper's main objective is introduced: to detect all five stages of DR using a minimal set of learning parameters 

and improve existing classification results by employing a modified VGG16 model coupled with a new version of the 

Network in Network (NiN) architecture. The use of transfer learning and the application of the proposed architecture 

to enhance classification results are discussed. 

 

III.RELAETD WORK 

An exploration of current methodologies and technologies used in diabetic retinopathy detection, emphasizing their 

strengths, weaknesses, and applicability. 

 

Review existing methods, algorithms, and technologies employed in diabetic retinopathy detection, highlighting their 

strengths, limitations, and relevance in comparison to deep learning-based approaches like VGG-NIN. 

 

Gondal et al. [14]: Proposed Referable Diabetic Retinopathy (RDR) CNN for binary classification of DR stages, 

grouping stages 0/1 and 2/3/4 due to challenges in detecting stage-1 features. 

 

Yang et al. [15]: Implemented a DCNN with global and local networks for two-stage DR classification (NDPR and 

normal), evaluated using kappa score. Limitation: did not consider the entire dataset of five stages. 

 

Garcia et al. [16]: Experimented with CNN networks like AlexNet and VGGNet16, focusing on contrast 

improvement. Achieved best-reported results on VGG16 with 0.54 sensitivity, 0.93 specificity, and 0.83 accuracy 

without explicitly mentioning DR stages. 

 

Dutta et al. [11]: Proposed three neural network models (Feed Forward NN, Deep NN, Convolutional NN) achieving 

an accuracy of 0.89 on the training dataset. Preprocessing involved mean, median, and standard deviation calculation. 

Authors in [10], [17]–[22]: Various methods proposed for detecting different DR stages.  

For instance: 

[23]: Achieved 94% accuracy on the DRIVE dataset using deep CNN architecture for DR detection with spatial 

feature analysis. 

[17]: Proposed AI-based disease-staging considering retinal area for decision-making. Used modified Davis staging. 

Model output had a lower false-negative rate (FNR) than false positive rate (FPR). 

[10]: Implemented a CNN model and MA and HE detection but struggled to classify early stages (1 and 2), 

classifying them as class 0 (negative class). 

 

Pratt et al. [20]: Proposed CNN for classifying five DR stages but struggled with accurate classification of the mild 

stage due to skewed dataset, resulting in high specificity and low sensitivity. 
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OTHER NOTABLE WORKS: 

[24]: Used RCNN ResNet for detecting all DR stages. 

[25]: Utilized SVM and deep learning with 170 color fundus images for DR classification. 

[26]: Claimed to speed up DR detection using deep learning and backpropagation compared to SVM. 

 

[22]: Proposed CNN model with ICA for some DR stages. 

[28]: Developed a novel Deep CNN for classifying all five DR stages using retinal fundus images. 

 

Qummar et al. [9]: Employed pretrained models (Resnet50, Dense169, Inceptionv3, Dense121, Xception) achieving 

80.8% accuracy for multi-class classification but faced complexity issues in their ensemble model. Did not specify 

individual model performance on DR stages. 

Overall observations: Existing models have limitations in detecting certain DR stages (especially early stages), 

struggles with multi-class classification, and may overlook crucial features. There's a lack of detailed discussion on 

model complexity across related works. 

 

SUMMARY OF RELATED WORK: 

Single and Binary Classification: 

Gondal et al. [14] proposed a CNN for Referable Diabetic Retinopathy (RDR) classification. They achieved good 

results in binary classification, grouping stages 0/1 and 2/3/4 due to the challenge of detecting stage-1 features. 

Yang et al. [15] used a DCNN with global and local networks for NDPR vs. normal classification, though limited by 

not considering the entire five-stage dataset. 

Garcia et al. [16] focused on improving CNN networks like Alexnet and VGGnet16 for DR but didn't explicitly 

mention DR stages. Best-reported results were with VGG16, achieving 0.54 sensitivity, 0.93 specificity, and 0.83 

accuracy. 

Dutta et al. [11] proposed three NN models achieving 0.89 accuracy on the training dataset, employing various 

preprocessing steps. 

 

Multi-Class Classification: 

Various authors proposed methods for detecting the severity of DR across its five stages. 

Some studies [23], [17], [10], [20], [24], [25], [26], [22], [28] used different models such as CNNs, RCNN Resnet, 

SVM, and deep learning for classification but faced challenges in accurately detecting early stages or all five stages of 

DR. 

 

Recent Significant Work: 

Qummar et al. [9] used five pretrained models achieving 80.8% accuracy for multi-class classification on the Kaggle 

dataset but faced complexity issues with the ensemble model. 

 

IV.CONTRIBUTION OF PROPOSED MODEL: 

No existing model efficiently detected all DR stages with minimal learnable parameters. The proposed model aims to 

achieve this and perform better than current state-of-the-art models. 

The paper highlights the total trainable parameters of the proposed model and discusses its complexity, which could 

potentially lead to reduced time and space complexity compared to other models discussed in related work. 

 

Notes: 

Existing models struggle with accurate detection of early/mild stages of DR. 

The proposed model aims to address these limitations by efficiently detecting all stages of DR with fewer learnable 

parameters and enhanced performance compared to existing models. 

Comprehensive evaluation and comparison of the proposed model against existing approaches remain essential for 

validation and establishing its superiority in detecting all stages of DR. 

 

V.PROPOSED WORK 

Introducing the proposed approach utilizing VGG-NIN architecture and its potential advantages over existing 

systems. 

    Discuss the proposed system's novelty, advantages over existing methods, and how the utilization of VGG-NIN 

architecture addresses the limitations of traditional approaches. 

 

A. Dataset Description 

Source: Kaggle dataset organized by EyePACS, comprising 88,702 images. 
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Labelled Images: 35,126 labelled images for diabetic retinopathy classification. 

Classes: Dataset contains five distinct classes based on the severity of DR. 

Distribution: Refer to Table 1 in the paper for class distribution details. 

 

B. Preprocessing 

Image Resizing: Initially resized images to 1349 × 1024 while maintaining the aspect ratio. 

Random Cropping: Images cropped to a fixed size of 1024 × 1024. 

Dataset Division: Split into training (64%), validation (20%), and test (16%) sets. 

Learning Rate: Adaptive learning rate from 0.01 to 0.0001 to prevent overfitting. 

Image Augmentation: Utilized Keras Image Data Generator for augmentation (rescale, shear, zoom, flip). 

 
FIGURE: Preprocessing steps. 

 c.The VGG-NiN Model 

Model Architecture: Combination of VGG16, SPP, and NiN. 

VGG16 Handling: Accepts RGB images of size 224 × 244; input passed through convolutional layers and fully 

connected layers. 

Spatial Pyramid Pooling (SPP): Used between the last conv layer and the first fully connected layer to generate a 

fixed-size output vector compatible with subsequent layers' requirements. Handles input feature map variations. 

NiN (Network in Network): Added on top of SPP layer, uses mlpconv layers for non-linear feature encoding and 

high-level abstraction. 

Parametric Relu (PRelu): Activation function in mlpconv layers, enabling adaptive rectifier parameter learning and 

reducing overfitting risk. 

Softmax& Categorical Cross-Entropy: Activation and loss function for classification; Stochastic Gradient Descent 

(SGD) optimizer for training. 

 
FIGURE: Proposed network architecture 

 

D. Initialization and Hyperparameters 

Model Initialization: VGG network's convolutional layers frozen using transfer learning; NiN initialized via the 

Xavier method. 

Hyperparameters: Refer to Table 3 in the paper for different hyperparameter values. 

Learning Rate Adaptation: Adaptive learning rate with adjustments if validation loss stagnates over five 

consecutive iterations. 

This proposed methodology amalgamates VGG16, SPP, and NiN, leveraging transfer learning, adaptive learning 

rates, and sophisticated data preprocessing to address the challenge of diabetic retinopathy detection using deep 

learning techniques. 

Batch size  8 

Initial learning rate  0.01 

Momentum  0.9 

Minimum learning rate  0.000,1 

Number of epoch 50 
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TABLE 3: Hyper-parameters 

 

I. SYSTEM STRUCTURE 

 

 
Figure: Deep VGG-NiN model for the classification of Diabetic Retinopathy Stages using Fundus Images. 

 

The architecture diagram for the Deep VGG-NiN model used in the classification of Diabetic Retinopathy Stages 

using Fundus Images, as described in the IEEE paper titled "Diabetic Retinopathy Detection Using VGG-NIN: a Deep 

Learning Architecture," would likely involve a combination of two well-known deep learning architectures: VGG 

(Visual Geometry Group) and NiN (Network in Network). 

 

VGG-16 architecture: 

The VGG-16 is a version of the popular convolutional neural network called VGG-Net. VGG-16 consists of several 

layers, including 13 convolutional layers and 3 fully connected layers. He must therefore learn the weights of 16 

diapers. It takes as input a color image of size 224××224 px and classifies it in one of the 1000 classes. It therefore 

returns a vector of size 1000, which contains the probabilities of belonging to each of the classes. The architecture of 

VGG-16 is illustrated in the figure. Each convolutional layer uses color filters of size 3××3 px, moved with a step of 1 

pixel. The zero-padding is 1 pixel so that the input volumes have the same output dimensions. The number of filters 

varies depending on the "block" in which the layer is located. In addition, a bias parameter is introduced into the 

convolution product for each filter. Each convolutional layer has the function of activating a ReLU. In other words, 

there is always a ReLU correction layer after a convolution layer. The pooling operation is performed with cells of 

size 2××2 px and a step of 2 px, so the cells do not overlap. The first two fully connected layers each compute a vector 

of size 4096 and are each followed by a ReLU layer. The last returns the probability vector of size 1000 (the number 

of classes) by applying the Softmax function. In addition, these three layers use a bias parameter for each element of 

the output vector. In our case, we kept the same architecture with the addition of Softmax as an activation function. 

 

 
Figure: General Flowchart of Detection of Diabetic Retinopathy  

 

VI.CONCLUSION 

In this paper, the authors introduced modifications to the existing Convolutional Neural Network (CNN) architecture, 
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aiming to improve the efficiency and accuracy of diabetic retinopathy (DR) stage classification in color fundus images 

while reducing the number of learnable parameters compared to their previous ensemble model. They utilized 

imbalanced versions of the Kaggle dataset to validate their proposed model's performance measures. The results 

demonstrated that their proposed model achieved superior performance compared to both state-of-the-art ensemble 

and non-ensemble methods, while also being computationally efficient. The authors aim to continue enhancing their 

model's architecture and preprocessing techniques to further improve its performance, especially in classifying the 

early stages of DR 
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