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Abstract—Feature selection involves identifying a subset of the most  useful  features that produces well-matched  

results as the original entire  set  of features. A feature selection algorithm may be evaluated from both the 

efficiency  and  effectiveness points  of view. While the efficiency concerns the time required  to find a subset of 

features, the effectiveness is related to the excellence of the subset of features. Based on these criteria,  a fast 

clustering-based feature selection algorithm,  FAST, is proposed and  experimentally evaluated in this paper. 

The FAST algorithm  works in two steps. In the first step,  it involves (I) identify irrelevant features with help of four 

mehods 1)using Direct method 2)using cosine methos 3)using polynomial method 4)using linear method.(II)create a set of 

features are to be excluded (III)construct a MST (IV)obtain representative features and their weights (V)create a 

confusion matrix and  obtain TPR and FPR.. To ensure the  efficiency  of FAST, we adopt  the  efficient minimum-

spanning tree method. The efficiency and effectiveness of the FAST algorithm are  evaluated through  an empirical 

study. Extensive experiments are carried  out to compare FAST and several representative feature selection 

algorithms, namely,  FCBF, ReliefF, CFS,  Consist, and FOCUS-SF, with respect to four types  of well-known 

classifiers, namely,  the probability-based Naive Bayes, the tree-based C4.5, the instance-based IB1, and the rule-

based RIPPER before  and after feature selection. The results, on 35 publicly available real-world  high 

dimensional   microarray, and  text data,  demonstrate that FAST not only produces smaller  subsets of features 

but also improves the performances of the four types  of classifiers. 

 

Index Terms—Feature subset selection, feature clustering, filter method, MST, confusion matrix 

 

INTRODUCTION

With   the  aim  of  choosing  a  subset   of  good   features with  respect   to  the  goal   concepts,   feature subset se-lection  

is an  effective  way  for reducing dimensionality, removing irrelevant data,  increasing learning accuracy, and  

improving result  clarity . Many feature subset   selection   methods have   been  proposed and  studied for machine 

learning applications. They can be  divided into  four  broad  categories: the  Embedded, Wrapper, Filter, and  Hybrid 

approaches. The embedded methods include feature selection as  a  part  of  the  training process   and  are  usually 
spe- cific  to  given   learning algorithms, and   therefore may be more efficient than the other three categories[11]. 

Traditional  machine  learning  algorithms  like  decision trees  or  artificial  neural networks are  examples of em- 

bedded  approaches. The  wrapper methods use  the predictive accuracy of  a  prearranged  learning algorithm to  

determine the  integrity of  the  selected   sub- sets,  the  accuracy of the  learning algorithms is usually high.  However, 

the  generality of the  selected  features is limited and  the  computational complexity is large.  The filter  methods are  

independent of learning algorithms, with   good   generality. Their  computational  complexity is  low,  but  the  

accuracy of  the  learning  algorithms  is not  guaranteed [5].The hybrid methods are a combination of filter  and  

wrapper methods  [7] by using  a filter  method to shrink search space that will be considered by the subsequent 

wrapper. They mainly focus on combining filter and  wrapper methods to achieve  the  best  possible  performance 

with a particular learning algorithm with  similar  time  com- plexity  of the  filter  methods. The wrapper methods are 

computationally expensive and  tend  to overfit  on small training sets  [5], [7]. The  filter  methods, in  addition to their  

generality, are  usually a good  choice  when  the number of features is very  large.  Thus,  we will focus on the  filter  
method in this  paper.With respect  to the filter feature selection  methods, the application of cluster  analysis has been 

demonstrated to be more  effective  than  traditional feature selection  algo- rithms. Pereira et  al Baker et al. [4], and  

Dhillon  et al. [8] employed the  distributional clustering of words to reduce the  dimensionality of text data. 

 

We   propose a    Fast clustering-bAsed feature Selection algoriThm (FAST).The FAST algorithm works  in two steps.  

it involves (I) identify irrelevant features with help of four mehods 1)using Direct method 2)using cosine methos 3)using 

polynomial method 4)using linear method.(II)create a set of features are to be excluded (III)construct a MST (IV)obtain 

representative features and their weights (V)create a confusion matrix and  obtain TPR and FPR.  the  most  representative 

feature that  is strongly related to objective  classes is  selected   from  each  cluster   to  form  the  final  subset of  

features. Features in  different clusters are  relatively independent, the  clustering-based strategy of FAST has a high  

probability of producing a subset  of useful  and independent  features. The  proposed feature subset   se- lection   
algorithm  FAST  was   tested upon  35  publicly available image,  microarray, and  text data  sets. The experimental 
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results  show   that,   compared  with   other five different types of feature subset  selection  algorithms, the proposed 

algorithm not only  reduces the number of features, but also improves the performances of the four well-known 

different types  of classifiers.  The  rest   of  the   article   is  organized  as  follows:   In Section  2, we  describe the  

Li tera ture survey. In  Section  3, we describe related works,  Finally, in Section 4 , we summarize the present study 

and  draw some  conclusions. 

 

2.LITERATURE SURVEY 

Existing system: 

1) RELIEF  Algorithm 

The Relief algorithm was first described by Kira and Rendell [KIRA92] as a simple, fast, and effective approach to attribute 

weighing. The output of the Relief algorithm is a weight between −1 and 1 for each attribute, with more positive weights 

indicating more predictive attributes. The pseudo code for Relief is shown below. The weight of an attribute is updated iteratively 

as follows. A sample is selected from the data, and the nearest neighboring sample that belongs to the same class (nearest hit) and 

the nearest neighboring sample that belongs to the contradictory class (nearest miss) are identified. A change in attribute value 

accompanied by a change in class leads up to weighting of the attribute based on the intuition that the attribute change could be 

responsible for the class change. On the other hand, a change in attribute value accompanied by no change in class leads to down 

weighting of the attribute based on the observation that the attribute change had no effect on the class. This procedure of updating 

the weight of the attribute is performed for a random set of samples in the data or for every sample in the data. The weight 
updates are then averaged so that the final weight is in the range [−1, 1]. The attribute weight estimated by Relief has a 

probabilistic interpretation. It is proportional to the difference between two conditional probabilities, namely, the probability of 

the attribute’s value being different conditioned on the given nearest miss and nearest hit respectively . 

Disadvantages of Relief: 

I. Relief does not help with unnecessary features. 

II. Relief is applicable to only two class classification problem. 

III. Insufficient  instances fools Relief. 

IV. Relief requires retention of data  in incremental use. 

 

COMPUTATIONAL COMPLEXITY 

For n training instances and a attributes Relief (Figure 1) makes O(m · n · a) operations. The most complex operation is selection 
of the nearest hi and miss as we have to compute the distances between R and all the other instances which takes O(n · a) 

comparisons. 

 

2) Relief-F  

It is a feature selection strategy that chooses instances arbitrarily. It cannot identify unnecessary features. ReliefF is a simple yet 

efficient procedure to estimate the quality of attributes in problems with strong dependencies between attributes. In practice, 

ReliefF is usually applied in data pre-processing as a feature subset selection method.  The ReliefF (Relief-F) algorithm 

(Kononenko, 1994)  is not limited to two class problems, is more robust and can deal with incomplete and noisy data. Similarly to 

Relief, ReliefF randomly selects an instance Ri , but then searches for k of its nearest neighbors from the same class, called 

nearest hits Hj, and also k nearest neighbors from each of the different classes, called nearest misses Mj(C) . It updates the quality 

estimation W[A] for all attributes A depending on their values for Ri , hits Hj and misses Mj(C) . The update formula is similar to 

that of Relief, except that we average the contribution of all the hits and all the misses. The contribution for each class of the 
misses is weighted with the prior probability of that class P(C) (estimated from the training set). Since we want the contributions 

of hits and misses in each step to be in [0,1] and also symmetric (we explain reasons for that below) we have to ensure that 

misses’ probability weights sum to 1. As the class of hits is missing in the sum we have to divide each probability weight with 

factor 1−P(class(Ri)) (which represents the sum of probabilities for the misses’ classes). The process is repeated for m times. 

Selection of k hits and misses is the basic difference to Relief and ensures greater robustness of the algorithm concerning noise. 

User-defined parameter k controls the locality of the estimates. For most purposes it can be safely set to 10 (see (Kononenko, 

1994) and discussion below). To deal with incomplete data we change the diff function. Missing values of attributes are treated 

probabilistically. We calculate the probability that two given instances have different values for given attribute conditioned over 

class value:  

 

− if one instance (e.g., I1) has unknown value: 
                    diff(A,I1,I2) = 1−P(value(A,I2)|class(I1))                                                 (1) 

 

 − if both instances have unknown value:  

                   diff(A,I1,I2) = 1− #values(A) ∑ V ¡ P(V|class(I1))×P(V|class(I2))¢         (2)  

 

Conditional probabilities are approximated with relative frequencies from the training set. 

  

COMPUTATIONAL COMPLEXITY 

Although ReliefF  look more complicated their asymptotical complexity is the same as that of original Relief, i.e., O(m · n · a). 

The most complex operation within the main for loop is selection of k nearest instances. For it we have to compute distances from 
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all the instances to R, which can be done in O(n · a) steps for n instances. This is the most complex operation, since O(n) is 

needed to build a heap, from which k nearest instances are extracted in O(k logn) steps, but this is less than O(n · a). 

 

3) Hierarchical clustering: 
 Hierarchical clustering algorithm is of two types: 

i) Agglomerative Hierarchical clustering algorithm or AGNES (agglomerative nesting) and  

ii) Divisive Hierarchical clustering algorithm or DIANA (divisive analysis). 

Both this algorithm are exactly reverse of each other. So we will be covering Agglomerative Hierarchical clustering algorithm in 

detail.Agglomerative Hierarchical clustering -This algorithm  works by  grouping  the data one by one on the basis of the  nearest 

distance measure of all the pairwise distance between the data point. Again distance between the data point is recalculated but 

which distance to consider when the groups has been formed? For this there are many available methods.  

 

Disadvantages: 
1) Hierarchical clustering Algorithm can never undo what was done previously. 
2) Hierarchical clustering Time complexity of at least O(n2 log n) is required, where ‘n’ is the number of data points. 

4) No objective function is directly minimized in Hierarchical clustering 

5) Sometimes it is difficult to identify the correct number of clusters by the dendogram in Hierarchical clustering. 

6)The generality of the selected features is limited  

7)The computational complexity is large. 

8)Accuracy is not guaranteed. 

9)Ineffective at removing redundant features 

 

4. Filter Methods: 

These methods select features based on cultivated criteria that are relatively independent of classification. 

Several methods use simple correlation coefficients similar to Fisher’s discriminant criterion. Others adopt mutual information or 
statistical tests (t-test, F-test). Earlier filter-based methods evaluated features in isolation 

and did not consider correlation between features. Recently, methods have been proposed to select features with 

minimum redundancy. The methods proposed use a minimum redundancy-maximum relevance (MRMR) feature selection 

framework. They supplement the maximum relevance criteria along with minimum redundancy criteria to choose additional 

features that are maximally dissimilar to already identified ones. By doing this, MRMR expands the representative power of the 

feature set and improves their generalization properties. 

  

5. Wrapper Methods: 

Wrapper methods utilize the classifier as a black box to score the subsets of features based on their predictive 

power. Wrapper methods based on SVM have been widely studied in machine-learning community. SVM-RFE 

(Support Vector Machine Recursive Feature Elimination), a wrapper method applied to cancer research is called, uses a backward 

feature elimination scheme to recursively remove insignificant features from subsets of 
features. In each recursive step, it ranks the features based on the amount of reduction in the objective function. 

It then eliminates the bottom ranked feature from the results. A number of variants also use the same backward 

feature elimination scheme and linear kernel. 

 

3.PROPOSED SYSTEM  
Feature subset selection  can be viewed as the process  of identifying and  removing as many  unrelated and  unnecessary  

features as possible. This is because:  (i) irrelevant features do not contribute to the predictive accuracy [14], and  (ii) 

redundant features do  not  redound to getting a better  predictor for that they provide mostly  information which  is 

already present in other  feature(s).Of the many  feature subset  selection  algorithms, some can  effectively   eliminate 

irrelevant  features but  fail  to handle redundant features [10], [12]. 

3.1.FEATURE SUBSET SELECTION ALGORITHM  

3.1.1    Framework and Definatons : Irrelevant features, along  with  redundant features, severely  affect  the  correctness 

of  the  learning  machines [12]. Thus,  feature subset  selection  should be able to identify and  remove as much  of the 

irrelevant and  re- relevant to  the  target  concept;  Moreover, “good feature subsets contain features highly correlated with 

(predictive of)  the class, yet uncorrelated with (not predictive of) each other.” 

Keeping these in mind, we develop a novel algorithm which can powerfully and successfully deal with both unrelated and 

unneeded features, and obtain a good feature subset. We achieve this through a new feature selection framework (shown in Fig.1) 

which composed of the two connected components of irrelevant feature removal and redundant feature elimination. The former 

obtains features relevant to the target concept by eliminating irrelevant ones, and the latter removes redundant features from 

relevant ones via choosing representatives from different feature clusters, and thus produces the final subset. 
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Fig. 1: Framework of the proposed feature subset s e l e c t i on  algorithm 

 

The former obtains features relevant to the target concept by eliminating irrelevant ones, and the latter removes redundant features 

from relevant ones via choosing representatives from different feature clusters, and thus produces the final subset. The irrelevant 

feature removal is straightforward once the right relevance measure is defined or selected, while the redundant feature 

elimination is a bit of sophisticated. In our proposed FAST algorithm, it involves (I) identify irrelevant features with help of four 

mehods 1)using Direct method 2)using cosine methods 3)using polynomial method 4)using linear method.(II)create a set of 

features are to be excluded (III)construct a MST (IV)obtain representative features and their weights (V)create a confusion matrix 

and  obtain TPR and FPR. features In order to more precisely introduce the algorithm, and because our proposed feature subset 

selection framework involves irrelevant feature removal and redundant feature elimination, we firstly present the traditional 

definitions of relevant and redundant features, then provide our definitions based on variable correlation as follows. 

 John et al. [14] presented a definition of relevant features. Suppose 𝐹 to be the full set of features, 𝐹𝑖 ∈    be a feature, 𝑆𝑖 = 𝐹 

−{𝐹𝑖} and 𝑆 ′𝑖⊆ 𝑆𝑖. Let 𝑠′𝑖 be a value assignment of all features in 𝑆′ , 𝑓𝑖 a value-assignment of feature 𝐹𝑖, and 𝑐 a value-

assignment of the target concept𝐶. The definition can be formalized as follows. 

The definition can be formalized as follows. 

Definition 1: (Relevant feature) 𝐹𝑖 is relevant to the  target concept 𝐶 if and only if there exists some  𝑠 𝑖, 𝑓𝑖 and 𝑐, such that, for 

probability 𝑝(𝑆′𝑖 = 𝑠𝑖, 𝐹𝑖 = 𝑓𝑖) > 0,𝑝(𝐶 = 𝑐 ∣  𝑆𝑖 = 𝑠′𝑖, 𝐹𝑖 = 𝑓𝑖) ∕= 𝑝(𝐶 = 𝑐 ∣  𝑆′𝑖 = 𝑠′𝑖).Otherwise, feature 𝐹𝑖 is an irrelevant 

feature.Definition 1 indicates that there are two kinds of relevant features due to different 𝑆′𝑖 : (i) when 𝑆′𝑖 = 𝑆𝑖,from the 

definition we can know that 𝐹𝑖 is directly relevant to the target concept; (ii) when 𝑆′𝑖 ⊊ 𝑆𝑖, from the definition we may obtain that 

𝑝(𝐶∣ 𝑆𝑖, 𝐹𝑖) = 𝑝(𝐶∣ 𝑆𝑖). 
 Definition 2: (Redundant feature) Let 𝑆 be a set of features, a feature in 𝑆 is redundant if and only if it has a minimum cosine 

simmilarity within 𝑆. The symmetric uncertainty is defined as follows 

(𝑋, 𝑌 ) =2 × (𝑋∣  )/𝐻(𝑋) + 𝐻(𝑌 )  . (1)Where,1) (𝑋) is the entropy of a discrete random variable 𝑋. Suppose (𝑥) is the prior 

probabilities for all values of 𝑋, (𝑋) is defined by (𝑋) = − Σ(𝑥) log2 𝑝(𝑥). (2) 

    𝑥∈𝑋 

2) Gain(𝑋/𝑌 ) is the amount by which the entropy of  𝑌 decreases. It reflects the additional information 

about 𝑌 provided by 𝑋 and is called the information  gain [55] which is given by  

𝐺𝑎𝑖𝑛(𝑋∣ 𝑌) = 𝐻(𝑋) − 𝐻(𝑋∣ 𝑌 ) 

                 = 𝐻(𝑌 ) − 𝐻(𝑌 ∣ 𝑋). 

Where (𝑋/ ) is the conditional entropy which  quantifies the remaining entropy (i.e. uncertainty) of a random variable 𝑋 given that 

the value of another random variable 𝑌 is known. Suppose (𝑥) is the prior probabilities for all values of 𝑋 and (𝑥/𝑦) is the 

posterior probabilities of 𝑋 given the values of  

(𝑋/ ) is defined by 

(𝑋∣ 𝑌 ) = −Σ(𝑦) Σ𝑝(𝑥∣ 𝑦) log2 𝑝(𝑥∣ 𝑦). 

                               𝑦∈𝑌         𝑥∈𝑋 

Definition 3: (T-Relevance) The relevance between the feature 𝐹𝑖 ∈  𝐹 and the target concept 𝐶 is referred to as the T-Relevance 

of 𝐹𝑖 and 𝐶, and denoted by (𝐹𝑖, 𝐶). If (𝐹𝑖, 𝐶) is greater than a predetermined threshold 𝜃, we say that 𝐹𝑖 is a strong T-Relevance 

feature. 

Definition 4: (F-Correlation) The correlation between any pair of features 𝐹𝑖 and 𝐹𝑗 (𝐹𝑖, 𝐹𝑗 ∈  𝐹 ∧  𝑖 ∕= 𝑗) is 
called the F-Correlation of 𝐹𝑖 and 𝐹𝑗 , and denoted by 𝑆𝑈(𝐹𝑖, 𝐹𝑗). 
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Definition 5: (F-Redundancy) Let 𝑆 = {𝐹1, 𝐹2, ..., 𝐹𝑖,..., 𝐹𝑘<∣𝐹∣} be a cluster of features.if ∃𝐹𝑗 ∈  𝑆,𝑆𝑈(𝐹𝑗, 𝐶) ≥ 𝑆𝑈(𝐹𝑖, 𝐶) ∧  

𝑆𝑈(𝐹𝑖, 𝐹𝑗) > 𝑆𝑈(𝐹𝑖, 𝐶) is always corrected for each 𝐹𝑖 ∈  𝑆 (𝑖 ∕= 𝑗), then 𝐹𝑖 are redundant features with respect to the given 𝐹𝑗 
(i.e. each 𝐹𝑖 is a F-Redundancy). 

Definition 6: (R-Feature) A feature 𝐹𝑖 ∈  𝑆 = {𝐹1, 𝐹2, ..., 𝐹𝑘} (𝑘 < ∣ 𝐹∣ ) is a representative feature of the cluster 𝑆 ( i.e. 𝐹𝑖 is a 

R-Feature ) if and only if, 𝐹𝑖 = argmax𝐹𝑗∈𝑆 𝑆𝑈(𝐹𝑗, 𝐶). This means the feature, which has the strongest TRelevance, can act as a 

R-Feature for all the features in the cluster. 

 

3.1.3.RESULT: we test  three dataset for FAST Algorithm 

 

 
 

 

Fig.2.result of dtaaset 

 

 

Table 1: Comparison of different feature section methods 

 

4. SIGNIFICAN FEATURES: 

 It reduces the dimensionality of the feature space, to limit storage requirements and increase algorithm speed; 

 It removes the redundant, irrelevant or noisy data. 

 The immediate effects for data analysis tasks are speeding up the running time of the learning algorithms. 

 Improving the data quality. 

 Increasing the accuracy of the resulting model. 

 Feature set reduction, to save resources in the next round of data collection or during utilization; 

 Performance improvement, to gain in predictive accuracy; 

 Data understanding, to gain knowledge about the process that generated the data or simply visualize the data 

 

4. CONCLUSION 

Obtaining a suitable rank as to where the FAST algorithm exactly stands amongst few other existents. In this, we have presented a 

novel clustering-based feature subset selection algorithm for high dimensional data.In the proposed algorithm, a cluster consists 
of features. Each cluster is treated as a single feature and thus dimensionality is drastically reduced. The FAST algorithm  works 

in two steps. In the first step,  it involves (I) identify irrelevant features with help of four mehods 1)using Direct method 2)using 

cosine methos 3)using polynomial method 4)using linear method.(II)create a set of features are to be excluded (III)construct a 

MST (IV)obtain representative features and their weights (V)create a confusion matrix and  obtain TPR and FPR..For the future 

work, we plan to explore different types of correlation measures, and study some formal properties of feature space. In feature we 

are going to classify the high dimensional data.  In this paper, we have presented a novel clustering-based. Each cluster is treated 
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Algorithm  Advantage  Disadvantage  

Wrapper Approach  High Accuracy  Large computational complexity  

Filter Approach  Suitable for very large features  Accuracy is not guaranteed  

Relief Algorithm  Improve efficiency, Reduces cost  Powerless to detect redundant features  

FAST Algorithm  Efficient, Effective  Takes more time  
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as a single feature and thus dimensionality is drastically reduced. Generally, the proposed algorithm obtained the best proportion 

of selected features, the best runtime. For the future work, we plan to explore different types of correlation measures, and study 

some formal properties of feature space. 
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