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ABSTRACT: In this paper, we present an overview of modern sequential pattern mining techniques using data mining 

algorithms. Sequential pattern mining in data mining takes a lot of data base scans. Therefore it is a computationally 

expensive task. So still there is a need to update and enhance the existing sequential pattern mining techniques so that we 

can get the more efficient methods for the same task. In this paper, a study of all the modern and most popular sequential 

pattern mining technique is performed. 

Introduction: 

The use of data mining [1,2] is placed in various decisions making task, using the analysis of the different properties and 

similarity in the different properties can help to make decisions for the different applications. Among them the prediction is one of 

the most essential applications of the data mining and machine learning. This work is dedicated to investigate about the decision 

making task using the data mining algorithms. Therefore an application of heart disease is reported for providing the fruitful 

results from the algorithms. 

 

Figure 1: Data Mining 

 Finally, it enables them to "drill down" into summary information to view detail transactional data. With data mining, a retailer 

could use point-of-sale records of customer purchases to send targeted promotions based on an individual's purchase history. By 

mining demographic data from comment or warranty cards, the retailer could develop products and promotions to appeal to 

specific customer segments.  
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Figure 2: key steps in data mining 

The data mining is a process of analysis of the data and extraction of the essential patterns from the data. These patterns are used 

with the different applications for making decision making and prediction related task. The decision making and prediction is 

performed on the basis of the learning of algorithms. The data mining algorithms supports both kinds of learning supervised and 

unsupervised. In unsupervised learning only the data is used for performing the learning and in supervised technique the data and 

the class labels both are required to perform the accurate training. In supervised learning the accuracy [5,6] is maintained by 

creating the feedbacks form the class labels and enhance the classification performance by reducing the error factors from the 

learning model. 

Literature Survey: 

Frequent itemsets[1,2] and association rules focus on transactions and the items that appear there. Databases of transactions 

usually have a temporal information. Sequential pattern or sequential rules exploit this temporal information. 

Example data: 

 Market basket transactions 

 Web server logs 

 Tweets 

 Workflow production logs 

 

 

 

Table: A Sequence Data Base 

 

Formal Definition of a Sequence 

A sequence is an ordered list of elements (transactions). Each element contains a collection of events (items). Each element is 

attributed to a specific time or location. Length of a sequence, |s|, is given by the number of elements of the sequence 

A sequential rule is an implication of the form 1=>2 .It has following two associated terms: 
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 Support (1=>2) = F(1 => 2)/(N)  
Where F(1=>2) is the number of transactions in which 2 comes after 1. N is the total number of transactions. 

 Confidence (1=> 2) = F(1 => 2)/ F(1)   
Where F(1=>2) is the number of transactions in which 2 comes after 1. F(1) is the number of transactions containing 1. 

Sequential Rule Mining finds all rules whose support and confidence is greater than the minimum support threshold and 

minimum confidence threshold respectively Sequential rule mining has been applied in several domains such as stock market 

analysis [2, 3,4,8,9,10]. RPSP is also a very popular algorithm for sequential rule mining. The RPSP [6] algorithm first finds all 

Frequent Itemsets. Here the pattern is detected by i
th 

projected databases, and after that constructs suffix database as well as prefix 

databases based on the famous apriori property. By reducing the minimum support, RPSP will increase the number of frequent 

patterns. When the founded frequent item set of prefix or suffix projected database of parent database is null then recursion will 

terminate. All the patterns which is generated by this algorithm that correspond to a particular i
th

 projected database of mapped or 

transformed database are formed into a unique set, which is not joint from all other sets. The union of disjoint subsets is the 

resultant set of frequent patterns. The algorithm was tested on the theoretical data and results obtained were found satisfactory. 

Thus, RPSP algorithm is good and it is applicable for many sequential data sets. 

 

Conclusion: 

The data mining is helpful for analysis  the data, when the manually analysis of the data is not feasible then the data mining 

techniques are applied for analysis. The data mining techniques are the computer based algorithms which identify the relationship 

among the data and extraction of the similar pattern data on which they are trained. This paper presented the study of modern 

sequential frequent pattern mining techniques. It will help future researchers of the same area up to a good extent. 
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